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PREFACE

.......

CMOS analog circuits. The teaching of design reaches far beyond giving examples of

circuits and showing analysis methods. It includes knowing the necessary fundamentals
and background and applying them in a hierarchical manner that the novice can understand.
Probably of most importance is to teach the concepts of designing analog integrated circuits
in the context of CMOS technology. These concepts enable the reader to understand the oper-
ation of an analog CMOS circuit and to know how to change its performance. In today's com-
puter-oriented thinking, it is crucial to maintain personal control of a design, to know what
to expect, and to discern when simulation results may be misleading. As integrated circuits
become more complex, it is crucial to know “how the circuit works.” Simulating a circuit
without the understanding of how it works can lead to disastrous results.

How does the reader acquire the knowledge of how a circuit works? The answer to this
question has been the driving motivation of this text beginning with the first edition. There
are several important steps in this process. The first is to learn to analyze the circuit. This
analysis should produce simple results that can be understood and reapplied in different cir-
cumstances. The second is to view analog integrated-circuit design from a hierarchical view-
point. This means that the designer is able to visualize how subcircuits are used to form
circuits, how simple circuits are used to build complex circuits, and so forth. The third step
is to set forth procedures that will help the new designer come up with working designs. This
has resulted in the inclusion of many “design recipes,” which became popular with the first
and second editions and have been enlarged in the third edition. It is important that the
designer realize that there are simply three outputs of the electrical design of CMOS analog
circuits. They are (1) a schematic of the circuit, (2) dc currents, and (3) W/L ratios and
component values. Most design flows or “recipes” can be organized around this viewpoint
very easily.

The objective of the third edition of this book continues to be to teach the design of

Previous Editions

The first edition of CMOS Analog Circuit Design published in 1987 was the first to present
a hierarchical approach to the design of CMOS analog circuits. Since its introduction, it has

xi
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PREFACE

found extensive use in industry and classrooms worldwide. Of course, technology advances
and methodologies mature, making it clear that the first edition needed revision.

The second edition resulted from a unique blending of industry and academia. Between
the period of the first and second editions (15 years), over 50 short courses were taught from
the first edition to over 1500 engineers worldwide. In these short courses, the engineers
demanded to understand the concepts and insights to designing analog CMOS circuits, and
many of the responses to those demands were included in the second edition. In addition to
the industrial input to the second edition, the authors have taught this material at Georgia
Institute of Technology and the University of Texas at Austin. This experience provided
insight that was included in the second edition from the viewpoint of students and their ques-
tions. Moreover, the academic application of this material has resulted in a large body of new
problems that were given as tests and included in the second edition.

Third Edition

The third edition has focused on cleaning up the material and removing that which is not used.
Homework problems that were not effective have been removed and replaced by better prob-
lems. This edition has introduced the idea of design problems. These problems give the
desired specifications and a score for grading the problem. The reader is to do the design by
hand and then use the computer to simulate the performance and extract the score. These are
great vehicles for teaching the trade-off of optimizing the score versus the time spent. Also in
this edition, answers to selected problems are found at the back of the book.
Key changes to the third edition are as follows.

* The technology in Chapter 2 has been updated and a new appendix created to give
details on layout (Appendix B).

e In Chapter 3 the large-signal MOS model has been extended to include velocity
saturation.

* In Chapter 4, the bandgap section has been updated and completely rewritten.

 The cascode op amps in Chapter 6 have been updated and the enhanced-gain technique
used to create op amps with ultra large voltage gains.

* In Chapter 7, the differential-in, differential-out op amps have been updated and the
material on output common-mode feedback expanded.

* Chapter 9, on switched capacitor circuits, was removed and condensed into Appendix E.

* A design illustration was presented in Section 10.5 to show the steps in designing an
open-loop, buffered, sample-and-hold circuit.

* Also included in Chapter 9 at the conclusion is the website to an Excel spreadsheet that
has all published ADC converters from 1997 through 2010. This information is
extremely useful for understanding the trends in converters.

* Design problems have been introduced. These problems give the desired specifications
and a score for grading the problem. The reader is to do the design by hand and then
use the computer to simulate the performance and extract the score. These are great
vehicles for teaching the trade-off of optimizing the score versus the time spent.

» Readers of the previous editions have requested answers to the problems. In this edi-
tion, answers to selected problems are found at the back of the book.
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Overview of the Chapters

Unchanged from the second edition, the hierarchical organization of the third edition is illus-
trated in Table 1.1-2. Chapter 1 presents the material necessary to introduce CMOS analog
circuit design. This chapter gives an overview of the subject of CMOS analog circuit design,
defines notation and convention, makes a brief survey of analog signal processing, and gives
an example of analog CMOS design with emphasis on the hierarchical aspect of the design.
Chapters 2 and 3 form the basis for analog CMOS design by covering the subjects of CMOS
technology and modeling. Chapter 2 reviews CMOS technology as applied to MOS devices,
pn junctions, passive components compatible with CMOS technology, and other components
such as the lateral and substrate BJT and latch-up. Chapter 3 introduces the key subject of
modeling, which is used throughout the remainder of the text to predict the performance of
CMOS circuits. The focus of this chapter is to introduce a model that is good enough to pre-
dict the performance of a CMOS circuit to within £10% to +20% and will allow the design-
er insight and understanding. Computer simulation can be used to more exactly model the
circuits but will not give any direct insight or understanding of the circuit. The models in this
chapter include the MOSFET large-signal and small-signal models, including frequency
dependence. In addition, how to model the noise and temperature dependence of MOSFETs
and compatible passive elements is shown. This chapter also discusses computer simulation
models. This topic is far too complex for the scope of this book, but some of the basic ideas
are presented so that the reader can appreciate computer simulation models. Other models for
the subthreshold operation are presented along with how to use SPICE for computer simula-
tion of MOSFET circuits.

Chapters 4 and 5 present the topics of subcircuits and amplifiers that will be used to design
more complex analog circuits, such as an op amp. Chapter 4 covers the use of the MOSFET
as a switch followed by the MOS diode or active resistor. The key subcircuits of current
sinks/sources and current mirrors are presented next. These subcircuits permit the illustration
of important design concepts such as negative feedback, design trade-offs, and matching prin-
ciples. Finally, this chapter presents independent voltage and current references and the
bandgap voltage reference. These references attempt to provide a voltage or current that is
independent of power supply and temperature. Chapter 5 develops various types of amplifiers.
These amplifiers are characterized from their large-signal and small-signal performance,
including noise and bandwidth where appropriate. The categories of amplifiers include the
inverter, differential, cascode, current, and output amplifiers.

Chapters 6, 7, and 8 present examples of complex analog circuits. Chapter 6 introduces
the design of a simple two-stage op amp. This op amp is used to develop the principles of
compensation necessary for the op amp to be useful. The two-stage op amp is used to for-
mally present methods of designing this type of analog circuit. This chapter also examines the
design of cascode op amps, particularly the folded-cascode op amp. This chapter concludes
with a discussion of techniques to measure and/or simulate op amps. Chapter 7 presents the
subject of high-performance op amps. In this chapter various performances of the simple op
amp are optimized, quite often at the expense of other performance aspects. The topics
include buffered output op amps, high-frequency op amps, differential-output op amps, low-
power op amps, low-noise op amps, and low-voltage op amps. Chapter 8 presents the open-
loop comparator, which is an op amp without compensation. This is followed by methods of
designing this type of comparator for linear or slewing responses. Methods of improving the
performance of open-loop comparators, including autozeroing and hysteresis, are presented.
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Finally, this chapter describes regenerative comparators and how they can be combined with
low-gain, high-speed amplifiers to achieve comparators with a very short propagation time
delay.

Chapter 9 covers the topics of CMOS digital-analog and analog—digital converters.
Digital-analog converters are presented according to their means of scaling the reference and
include voltage, current, and charge digital-analog converters. Next, methods of extending
the resolution of digital-analog converters are given. The analog—digital converters are divid-
ed into Nyquist and oversampling converters. The Nyquist converters are presented accord-
ing to their speed of operation—slow, medium, and fast. Finally, the subject of oversampled
analog—digital and digital-analog converters is presented. These converters allow high reso-
lution and are very compatible with CMOS technology.

Five appendices cover the topics of circuit analysis methods for CMOS analog circuits,
integrated circuit layout, CMOS device characterization (this is essentially Chapter 4 of the
first edition), and time and frequency domain relationships for second-order systems. In addi-
tion, an appendix that covers switched capacitor circuits is included.

The material of the third edition is more than sufficient for a 15-week course. Depending
on the background of the students, a 3-hour-per-week, 15-week-semester course could
include parts of Chapters 2 and 3, Chapters 4 through 6, parts of Chapter 7, Chapter 8, and
Chapter 9. At Georgia Tech, this text is used along with the fourth edition of Analysis and
Design of Analog Integrated Circuits in a two-semester course that covers both BJT and
CMOS analog IC design. Appendix E and Chapter 9 are used for about 70% of a semester
course on analog IC systems design.

The background necessary for this text is a good understanding of basic electronics.
Topics of importance include large-signal models, biasing, small-signal models, frequency
response, feedback, and op amps. It would also be helpful to have a good background in semi-
conductor devices and how they operate, integrated-circuit processing, simulation using
SPICE, and modeling of MOSFETs. With this background, the reader could start at Chapter
4 with little problem.
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Ancillaries

There are several ancillaries (supplementary materials) that will help the instructor in using
the third edition. They are listed below along with their impact.

* Answers to the problems are at the end of the text. The students will now know whether
their work is correct or not and will be able to interact with the instructor on homework
questions more efficiently.

¢ A complete solutions manual to all problems in PDF format. This will help in provid-
ing solutions to the homework problems beyond just the answers at the back of the text.

* A set of all figures in Microsoft PowerPoint format is available to help in preparing
lectures.

* Both authors maintain websites that provide resources that permit the downloading of
short course lecture slides, short course schedules and dates, class notes, problems and
solutions, etc., in PDF format. More information can be found at:

www.aicdesign.org (P. E. Allen)
www.holberg.org (D. R. Holberg)
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These sites are continually updated and the reader or instructor is invited to make use of the
information and teaching aids contained on these sites. For example:

* At http://www.aicdesign.org/edresources.html, 40 worked problems pertaining to the
text can be found.

At http://www.aicdesign.org/scnotes10.html, 40 lectures starting with Chapter 1 and
finishing with Chapter 9 can be found in PDF format. These slides would be excellent
for instructors as a resource for lecture notes.

In addition to the above examples, many other resources are available at the two
websites.

Fernandina Beach, FL, and Wimberley, TX
Phillip E. Allen
Douglas R. Holberg
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CHAPTER 1

Introduction and
Background

A €

point where millions of transistors can be integrated on a single die or “chip.” Where

integrated circuits once filled the role of subsystem components, partitioned at analog—
digital boundaries, they now integrate complete systems on a chip by combining both analog
and digital functions [1]. Complementary metal-oxide semiconductor (CMOS) technology
has been the mainstay in mixed-signal* implementations because it provides density and
power savings on the digital side, and a good mix of components for analog design. By rea-
son of its widespread use, CMOS technology is the subject of this text.

Due in part to the regularity and granularity of digital circuits, computer-aided design
(CAD) methodologies have been very successful in automating the design of digital systems
given a behavioral description of the function desired. Such is not the case for analog circuit
design. Analog design still requires a “hands on” design approach in general. Moreover,
many of the design techniques used for discrete analog circuits are not applicable to the
design of analog/mixed-signal VLSI circuits. It is necessary to examine closely the design
process of analog circuits and to identify those principles that will increase design produc-
tivity and the designer’s chances for success. Thus, this book provides a hierarchical organi-
zation of the subject of analog integrated-circuit design and identification of its general
principles.

The objective of this chapter is to introduce the subject of analog integrated-circuit
design and to lay the groundwork for the material that follows. It deals with the general sub-
ject of analog integrated-circuit design followed by a description of the notation, symbology,
and terminology used in this book. The next section covers the general considerations for an
analog signal-processing system, and the last section gives an example of analog CMOS cir-
cuit design. The reader may wish to review other topics pertinent to this study before con-
tinuing to Chapter 2. Such topics include modeling of electronic components, computer
simulation techniques, Laplace and z-transform theory, and semiconductor device theory.

The evolution of very large-scale integration (VLSI) technology has developed to the

*The term “mixed-signal” is a widely accepted term describing circuits with both analog and digital

circuitry on the same silicon substrate.
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i& 1.1

Amplitude

Analog Integrated-Circuit Design
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Integrated-circuit design is separated into two major categories: analog and digital. To char-
acterize these two design methods we must first define analog and digital signals. A signal
will be considered to be any detectable value of voltage, current, or charge. A signal should
convey information about the state or behavior of a physical system. An analog signal is a
signal that is defined over a continuous range of time and a continuous range of amplitudes.
An analog signal is illustrated in Fig. 1.1-1(a). A digital signal is a signal that is defined only
at discrete values of amplitude or, said another way, a digital signal is quantized to discrete
values. Typically, the digital signal is a binary-weighted sum of signals having only two
defined values of amplitude as illustrated in Fig. 1.1-1(b) and shown in Eq. (1.1-1). Figure
1.1-1(b) is a three-bit representation of the analog signal shown in Fig. 1.1-1(a).

_ -1 -2 -3, ... -~ _ ¥ —i
D=by 27 + by 277 + by 327+ b2V =3 by 2 (1.1-1)

The individual binary numbers, b;, have a value of either zero or one. Consequently, it is
possible to implement digital circuits using components that operate with only two stable
states. This leads to a great deal of regularity and to an algebra that can be used to describe
the function of the circuit. As a result, digital circuit designers have been able to adapt read-
ily to the design of more complex integrated circuits.
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Figure 1.1-1 Signals. (a) Analog or continuous time. (b) Digital. (c) Analog sampled data or discrete
time. T is the period of the digital or sampled signals.
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Figure 1.1-2 (a) Analysis process. (b) Design process.

Another type of signal encountered in analog integrated-circuit design is an analog
sampled-data signal. An analog sampled-data signal is a signal that is defined over a contin-
uous range of amplitudes but only at discrete points in time. Often the sampled analog signal
is held at the value present at the end of the sample period, resulting in a sampled-and-held
signal. An analog sampled-and-held signal is illustrated in Fig. 1.1-1(c).

Circuit design is the creative process of developing a circuit that solves a particular prob-
lem. Design can be better understood by comparing it to analysis. The analysis of a circuit,
illustrated in Fig. 1.1-2(a), is the process by which one starts with the circuit and finds its
properties. An important characteristic of the analysis process is that the solution or proper-
ties are unique. On the other hand, the synthesis or design of a circuit is the process by which
one starts with a desired set of properties and finds a circuit that satisfies them. In a design
problem the solution is not unique, thus giving opportunity for the designer to be creative.
Consider the design of a 1.5 () resistance as a simple example. This resistance could be real-
ized as the series connection of three 0.5 () resistors, the combination of a 1 () resistor in
series with two 1 () resistors in parallel, and so forth. All would satisfy the requirement of
1.5 Q resistance, although some might exhibit other properties that would favor their use.
Figure 1.1-2 illustrates the difference between synthesis (design) and analysis.

The differences between integrated and discrete analog circuit design are important.
Unlike integrated circuits, discrete circuits use active and passive components that are not on
the same substrate. A major benefit of components sharing the same substrate in close prox-
imity is that component matching can be used as a tool for design. Another difference
between the two design methods is that the geometry of active devices and passive compo-
nents in integrated-circuit design is under the control of the designer. This control over geom-
etry gives the designer a new degree of freedom in the design process. A second difference is
due to the fact that it is impractical to breadboard the integrated-circuit design. Consequently,
the designer must turn to computer simulation methods to confirm the design’s performance.
Another difference between integrated and discrete analog design is that the integrated-circuit
designer is restricted to a more limited class of components that are compatible with the tech-
nology being used.

The task of designing an analog integrated circuit includes many steps. Figure 1.1-3 illus-
trates the general approach to the design of an integrated circuit. The major steps in the design
process are:

1. Definition
2. Synthesis or implementation

3. Simulation or modeling



4 INTRODUCTION AND BACKGROUND

| Conception of the idea |

A

Definition of the design
el |
A

|

A

A

Cqmpan.son Redesign . Redesign C(_)mp arison
with design Implementation with design
specifications specifications
7 Y

y

l@_

y

Physical definition |

y

Physical verification |
y

y
Fabric l

ation

iR

y
Test and verification |
y

H

Product

Figure 1.1-3 Design process for analog integrated circuits.

4. Geometrical description
5. Simulation including the geometrical parasitics
6. Fabrication

7. Testing and verification

The designer is responsible for all of these steps except fabrication. The first steps are to
define and synthesize the function. These steps are crucial since they determine the perform-
ance capability of the design. When these steps are completed, the designer must be able to
confirm the design before it is fabricated. The next step is to simulate the circuit to predict the
performance of the circuit. Initially, the designer makes approximations about the physical
definition of the circuit. Later, once the layout is complete, simulations are checked using par-
asitic information derived from the layout. At this point, the designer may iterate using the
simulation results to improve the circuit’s performance. Once satisfied with this performance,
the designer can address the next step—the geometrical description (layout) of the circuit.
This geometrical description typically consists of a computer database of variously shaped
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rectangles or polygons (in the x-y plane) at different levels (in the z direction); it is intimate-
ly connected with the electrical performance of the circuit. As stated earlier, once the layout
is finished, it is necessary to include the geometrical effects in additional simulations. If
results are satisfactory, the circuit is ready for fabrication. After fabrication, the designer
is faced with the last step—determining whether the fabricated circuit meets the design
specifications. If the designer has not carefully considered this step in the overall design
process, it may be difficult to test the circuit and determine whether or not specifications have
been met.

As mentioned earlier, one distinction between discrete and integrated analog circuit
design is that it may be impractical to breadboard the integrated circuit. Computer simulation
techniques have been developed that have several advantages, provided the models are ade-
quate. These advantages include:

* Elimination of the need for breadboards

* Ability to monitor signals at any point in the circuit

* Ability to open a feedback loop

* Ability to easily modify the circuit

* Ability to analyze the circuit at different processes and temperatures

Disadvantages of computer simulation include:

¢ Accuracy of models
e Failure of the simulation program to converge to a solution
* Time required to perform simulations of large circuits

» Use of the computer as a substitute for thinking

Because simulation is closely associated with the design process, it will be included in the
text where appropriate.

In accomplishing the design steps described above, the designer works with three differ-
ent types of description formats: the design description, the physical description, and the
model/simulation description. The format of the design description is the way in which the
circuit is specified; the physical description format is the geometrical definition of the circuit;
the model/simulation format is the means by which the circuit can be simulated. The design-
er must be able to describe the design in each of these formats. For example, the first steps of
analog integrated-circuit design could be carried out in the design description format. The
geometrical description obviously uses the geometrical format. The simulation steps would
use the model/simulation format.

Analog integrated-circuit design can also be characterized from the viewpoint of hierar-
chy. Table 1.1-1 shows a vertical hierarchy consisting of devices, circuits, and systems, and

Table 1.1-1 Hierarchy and Description of the Analog Integrated-Circuit Design Process

Hierarchy Design Physical Model
Systems System specifications Floor plan Behavioral model
Circuits Circuit specifications Parameterized blocks/cells Macromodels

Devices Device specifications Geometrical description Device models




6 INTRODUCTION AND BACKGROUND

horizontal description formats consisting of design, physical, and model. The device level is
the lowest level of design. It is expressed in terms of device specifications, geometry, or
model parameters for the design, physical, and model description formats, respectively. The
circuit level is the next higher level of design and can be expressed in terms of devices. The
design, physical, and model description formats typically used for the circuit level include
voltage and current relationships, parameterized layouts, and macromodels. The highest level
of design is the systems level—expressed in terms of circuits. The design, physical, and
model description formats for the systems level include mathematical or graphical descrip-
tions, a chip floor plan, and a behavioral model.

This book has been organized to emphasize the hierarchical viewpoint of integrated-
circuit design, as illustrated in Table 1.1-2. At the device level, Chapters 2 and 3 deal with
CMOS technology and models. In order to design CMOS analog integrated circuits the
designer must understand the technology, so Chapter 2 along with Appendix B give an
overview of CMOS technology, along with the design rules that result from technological
considerations. This information is important for the designer’s appreciation of the con-
straints and limits of the technology. Before starting a design, one must have access to the
process and electrical parameters of the device model. Modeling is a key aspect of both
the synthesis and simulation steps and is covered in Chapter 3. The designer must also be
able to characterize the actual model parameters in order to confirm the assumed model
parameters. Ideally, the designer has access to a test chip from which these parameters can
be measured. Finally, the measurement of the model parameters after fabrication can be
used in testing the completed circuit. Device characterization methods are covered in
Appendix C.

Chapters 4 and 5 cover circuits consisting of two or more devices that are classified
as simple circuits. These simple circuits are used to design more complex circuits, which
are covered in Chapters 6 through 8. Finally, the circuits presented in Chapters 6 through
8 are used in Chapter 9 and Appendix E to implement analog systems. Some of the divid-
ing lines between the various levels will at times be unclear. However, the general rela-
tionship is valid and should leave the reader with an organized viewpoint of analog
integrated-circuit design.

Table 1.1-2 Relationship of the Book Chapters to Analog Circuit Design

Design Level CMOS Technology
Systems Chapter 9 Appendix E
Digital-Analog and Switched Capacitor
Analog-Digital Converters Circuits
Complex circuits Chapter 6 Chapter 7 Chapter 8
CMOS Operational Amplifiers High-Performance Comparators
CMOS Op Amps
Simple circuits Chapter 4 Chapter 5
Analog CMOS Subcircuits CMOS Amplifiers
Devices Chapter 2 Chapter 3 Appendix C
CMOS Technology CMOS Device Modeling CMOS Device Characterization
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Table 1.2-1 Definition of the Symbols for Various Signals

Signal Definition Quantity Subscript Example
Total instantaneous value of the signal Lowercase Uppercase qa
dc Value of the signal Uppercase Uppercase [N
ac Value of the signal Lowercase Lowercase qa
Complex variable, phasor, or rms value of the signal Uppercase Lowercase 0.

Notation, Symbology, and Terminology

To help the reader have a clear understanding of the material presented in this book, this section
dealing with notation, symbology, and terminology is included. The conventions chosen are
consistent with those used in undergraduate electronics texts and with the standards proposed
by technical societies. The International System of Units has been used throughout. Every effort
has been made in the remainder of this book to use the conventions here described.

The first item of importance is the notation (the symbols) for currents and voltages.
Signals will generally be designated as a quantity with a subscript. The quantity and the
subscript will be either uppercase or lowercase according to the convention illustrated in
Table 1.2-1. Figure 1.2-1 shows how the definitions in Table 1.2-1 would be applied to a peri-
odic signal superimposed upon a dc value.

This notation will be of help when modeling the devices. For example, consider the por-
tion of the MOS model that relates the drain—source current to the various terminal voltages.
This model will be developed in terms of the total instantaneous variables (i,). For biasing pur-
poses, the dc variables (1) will be used; for small-signal analysis, the ac variables (i;) will be
used; and finally, the small-signal frequency discussion will use the complex variable (Z,).

The second item to be discussed here is what symbols are used for the various compo-
nents. (Most of these symbols will already be familiar to the reader. However, inconsistencies
exist about the MOS symbol shown in Fig. 1.2-2.) The symbols shown in Figs. 1.2-2(a) and
1.2-2(b) are used for enhancement-mode MOS transistors when the substrate or bulk (B) is
connected to the source. Although the transistor operation will be explained later, the termi-
nals are called drain (D), gate (G), and source (S). If the bulk is not connected to the source,
then the symbols shown in Figs. 1.2-2(c) and 1.2-2(d) are used for the enhancement-mode
MOS transistors. It will be important to know where the bulk of the MOS transistor is con-
nected when it is used in circuits. Most often, the appropriate supply for the bulk is the most
positive one for p-channel transistors and the most negative one for n-channel transistors.

Figure 1.2-1 Notation for signals.
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D D Figure 1.2-2 MOS device symbols.
(a) Enhancement n-channel transistor
with bulk connected to the source.
G °—| G °—| (b) Enhancement p-channel transistor
with bulk connected to the source.
(c), (d) Same as (a) and (b) except the

@ b S bulk is not connected to the source.
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Figure 1.2-3 (a) Symbol for an operational amplifier.

(b) Independent voltage source. (c) Independent current source.

(d) Voltage-controlled voltage source (VCVS). (e) Voltage-controlled
current source (VCCS). (f) Current-controlled voltage source
(CCVS). (g) Current-controlled current source (CCCS).

Figure 1.2-3 shows another set of symbols that should be defined. Figure 1.2-3(a) rep-
resents a differential-input operational amplifier or, in some instances, a comparator, which
may have a gain approaching that of the operational amplifier. Figures 1.2-3(b) and 1.2-3(c)
represent an independent voltage and current source, respectively. Sometimes, the battery
symbol is used instead of Fig. 1.2-3(b). Finally, Figs. 1.2-3(d) through 1.2-3(g) represent the
four types of ideal controlled sources. Figure 1.2-3(d) is a voltage-controlled voltage source
(VCVS), Fig. 1.2-3(e) is a voltage-controlled current source (VCCS), Fig. 1.2-3(f) is a cur-
rent-controlled voltage source (CCVS), and Fig. 1.2-3(g) is a current-controlled current
source (CCCS). The gains of each of these controlled sources are given by the symbols A,,
G,, R, and A; (for the VCVS, VCCS, CCVS, and CCCS, respectively).
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Analog Signal Processing

i& 1.3

Before beginning an in-depth study of analog circuit design, it is worthwhile to consider the
application of such circuits. The general subject of analog signal processing includes most of
the circuits and systems that will be presented in this text. Figure 1.3-1 shows a simple block
diagram of a typical signal-processing system. In the past, such a signal-processing system
required multiple integrated circuits with considerable additional passive components.
However, the advent of analog sampled-data techniques and MOS technology has made
viable the design of a general signal processor using both analog and digital techniques on a
single integrated circuit [2].

The first step in the design of an analog signal-processing system is to examine the spec-
ifications and decide what part of the system should be analog and what part should be digi-
tal. In most cases, the input signal is analog. It could be a speech signal, a sensor output, a
radar return, and so forth. The first block of Fig. 1.3-1 is a preprocessing block. Typically, this
block will consist of filters, an automatic-gain-control circuit, and an analog-to-digital
converter (ADC or A/D). Often, very strict speed and accuracy requirements are placed on the
components in this block. The next block of the analog signal processor is a digital signal
processor. The advantages of performing signal processing in the digital domain are numer-
ous. One advantage is due to the fact that digital circuitry is easily implemented in the small-
est geometry processes available, providing a cost and speed advantage. Another advantage
relates to the additional degrees of freedom available in digital signal processing (e.g., linear-
phase filters). Additional advantages lie in the ability to easily program digital devices.
Finally, it may be necessary to have an analog output. In this case, a postprocessing block is
necessary. It will typically contain a digital-to-analog converter (DAC or D/A), amplification,
and filtering.

In a signal-processing system, one important system consideration is the bandwidth of
the signal to be processed. A graph of the operating frequency of a variety of signals is given
in Fig. 1.3-2. At the low end are seismic signals, which do not extend much below 1 Hz
because of the absorption characteristics of the earth. At the other extreme are microwave sig-
nals. These are not used much above 30 GHz because of the difficulties in performing even
the simplest forms of signal processing at higher frequencies.

To address any particular application area illustrated in Fig 1.3-2, a technology that can
support the required signal bandwidth must be used. Figure 1.3-3 illustrates the speed capa-
bilities of the various process technologies available today. Bandwidth requirements and
speed are not the only considerations when deciding which technology to use for an integrat-
ed circuit (IC) addressing an application area. Other considerations are cost and integration.
The clear trend today is to use CMOS digital combined with CMOS analog (as needed) when-
ever possible because significant integration can be achieved, thus providing highly reliable
compact system solutions.

| |
1 1
Analog Preprocessing : Digital signal : Postprocessing Analog
input (filtering and T > processor ] »| (D/A conversion _'output
A/D conversion) | | B | and filtering)
| |
Analog 1 Digital 1 Analog

Figure 1.3-1 A typical signal-processing system block diagram.
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w 1.4 Example of Analog VLSI Mixed-Signal Circuit Design

LN

Analog circuit design methodology is best illustrated by example. Figure 1.4-1 shows the
block diagram of a fully integrated digital read/write channel for disk-drive recording appli-
cations. The device employs partial response maximum likelihood (PRML) sequence detec-
tion when reading data to enhance bit-error-rate versus signal-to-noise ratio performance. The
device supports data rates up to 64 Mbits/s and is fabricated in a 0.8 wm double-metal CMOS
process.

In a typical application, this IC receives a fully differential analog signal from an exter-
nal preamplifier, which senses magnetic transitions on a spinning disk-drive platter. This dif-
ferential read pulse is first amplified by a variable gain amplifier (VGA) under control of a
real-time digital gain-control loop. After amplification, the signal is passed to a seven-pole
two-zero equiripple-phase low-pass filter. The zeros of the filter are real and symmetrical
about the imaginary axis. The locations of the zeros relative to the locations of the poles are
programmable and are designed to boost filter gain at high frequencies and thus narrow the
width of the read pulse.

Figure 1.3-3 Frequencies
BiCMOS (SiGe) that can be processed by
present-day technologies.

Bipolar analog

_ Bipolar|digital logic _
Surface acoustic
waves

MOS | digital logic

MOS analog
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Figure 1.4-1 Read/Write channel integrated-circuit block diagram.

Write Path

The low-pass filter is constructed from transconductance stages (g,, stages) and capaci-
tors. A one-pole prototype illustrating the principles embodied in the low-pass filter design is
shown in Fig. 1.4-2. While the relative pole arrangement is fixed, two mechanisms are avail-
able for scaling the low-pass filter’s frequency response. The first is via a control voltage
(labeled “VCON?”), which is common to all of the transconductance stages in the filter. This
control voltage is applied to the gate of an n-channel transistor in each of the transconduc-
tance stages. The conductance of each of these transistors determines the overall conductance
of its associated stage and can be varied continuously by the control voltage. The second
frequency response control mechanism is via the digital control of the value of the capacitors
in the low-pass filter. All capacitors in the low-pass filter are constructed identically, and each
consists of a programmable array of binarily weighted capacitors.

The continuous control capability via VCON designed into the transconductance stage
provides for a means to compensate for variations in the low-pass filter’s frequency response
due to process, temperature, and supply voltage changes [3]. The control voltage, VCON, is
derived from the “Master PLL” composed of a replica of the filter configured as a voltage-
controlled oscillator in a phase-locked-loop configuration as illustrated in Fig. 1.4-3. The

VCON VCON Figure 1.4-2 Single-pole low-pass

filter.

v,

out

H(s)=

1
1+s(Clg,,)

c Digitally controlled
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Master PLL

Fxtal ———p] Phase Charge \
—] Detector Pump

VCON

F | 7-Pole

osc -
_/- 2 }’ole [— 2-Zero Servo
Filter .

Filter

Figure 1.4-3 Master filter phase-locked loop.

frequency of oscillation is inversely proportional to the characteristic time constant, C/g,,, of
the replica filter’s stages. By forcing the oscillator to be phase and frequency locked to an
external frequency reference through variation of the VCON terminal voltage, the character-
istic time constant is held fixed. To the extent that the circuit elements in the low-pass filter
match those in the master filter, the characteristic time constants of the low-pass filter (and
thus the frequency response) are also fixed.

The normal output of the low-pass filter is passed through a buffer to a 6-bit one-step-
flash sampling A/D converter. The A/D converter is clocked by a voltage-controlled oscilla-
tor (VCO) whose frequency is controlled by a digital timing-recovery loop. Each of the 63
comparators in the flash A/D converter contains capacitors to sample the buffered analog sig-
nal from the low-pass filter. While sampling the signal each capacitor is also absorbing the
comparator’s offset voltage to correct for the distortion errors these offsets would otherwise
cause [4]. The outputs from the comparators are passed through a block of logic that checks
for invalid patterns, which could cause severe conversion errors if left unchecked [5]. The out-
puts of this block are then encoded into a 6-bit word.

As illustrated in Fig. 1.4-1, after being digitized, the 6-bit output of the A/D converter is
filtered by a finite-impulse-response (FIR) filter. The digital gain- and timing-control loops
mentioned above monitor the raw digitized signal or the FIR filter output for gain and timing
errors. Because these errors can be measured only when signal pulses occur, a digital transi-
tion detector is provided to detect pulses and activate the gain and timing error detectors. The
gain and timing error signals are then passed through digital low-pass filters and subsequent-
ly to D/A converters in the analog circuitry to adjust the VGA gain and A/D VCO frequency,
respectively.

The heart of the read channel IC is the sequence detector. The detector’s operation is
based on the Viterbi algorithm, which is generally used to implement maximum likelihood
detection. The detector anticipates linear intersymbol interference and after processing the
received sequence of values deduces the most likely transmitted sequence (i.e., the data read
from the media). The bit stream from the sequence detector is passed to the run-length-limit-
ed (RLL) decoder block, where it is decoded. If the data written to the disk were randomized
before being encoded, the inverse process is applied before the bit stream appears on the read
channel output pins.

The write path is illustrated in detail in Fig. 1.4-4. In write mode, data is first encoded by
an RLL encoder block. The data can optionally be randomized before being sent to the
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Figure 1.4-4 Frequency synthesizer and write-data path.

encoder. When enabled, a linear feedback shift register is used to generate a pseudorandom
pattern that is XOR’d with the input data. Using the randomizer ensures that bit patterns that
may be difficult to read occur no more frequently than would be expected from random
input data.

A write clock is synthesized to set the data rate by a VCO placed in a phase-locked loop.
The VCO clock is divided by a programmable value “M,” and the divided clock is phase-
locked to an external reference clock divided by 2 and a programmable value “N.” The result
is a write clock at a frequency M/2N times the reference clock frequency. The values for M
and N can each range from 2 to 256, and write clock frequencies can be synthesized to sup-
port zone-bit-recording designs, wherein zones on the media having different data rates are
defined.

Encoded data are passed to the write precompensation circuitry. While linear bit-shift
effects caused by intersymbol interference need not be compensated in a PRML channel,
nonlinear effects can cause a shift in the location of a magnetic transition caused by writing
a one in the presence of other nearby transitions. Although the particular RLL code imple-
mented prohibits two consecutive “ones” (and therefore two transitions in close proximity)
from being written, a “one/zero/one” pattern can still create a measurable shift in the second
transition. The write precompensation circuitry delays the writing of the second “one” to
counter the shift. The synthesized write clock is input to two delay lines, each constructed
from stages similar to those found in the VCO. Normally the signal from one delay line is
used to clock the channel data to the output drivers. However, when a “one/zero/one” pat-
tern is detected, the second “one” is clocked to the output drivers by the signal from the other
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delay line. This second delay line is current-starved, thus exhibiting a longer delay than the
first, and the second “one” in the pattern is thereby delayed. The amount of delay is pro-
grammable.

The servo channel circuitry, shown in Fig. 1.4-5, is used for detecting embedded head
positioning information. There are three main functional blocks in the servo section:

¢ Automatic gain-control (AGC) loop
* Bit detector

¢ Burst demodulator

Time constants and charge rates in the servo section are programmable and controlled by
the master filter to avoid variation due to supply voltage, process, and temperature. All blocks
are powered down between servo fields to conserve power.

The AGC loop feedback around the VGA forces the output of the high-pass filter to a
constant level during the servo preamble. The preamble consists of an alternating bit pattern
and defines the 100% full-scale level. To avoid the need for timing acquisition, the servo AGC
loop is implemented in the analog domain. The peak amplitude at the output of the high-pass
filter is detected with a rectifying peak detector. The peak detector either charges or dis-
charges a capacitor, depending on whether the input signal is above or below the held value
on the capacitor. The output of the peak detector is compared to a full-scale reference and
integrated to control the VGA gain. The relationship between gain and control voltage for the
VGA is an exponential one; thus, the loop dynamics are independent of gain. The burst detec-
tor is designed to detect and hold the peak amplitude of up to four servo positioning bursts,
indicating the position of the head relative to track center.

An asynchronous bit detector is included to detect the servo data information and address
mark. Input pulses are qualified with a programmable threshold comparator such that a pulse
is detected only for those pulses whose peak amplitude exceeds the threshold. The servo
bit detector provides outputs indicating both zero-crossing events and the polarity of the
detected event.

Figure 1.4-6 shows a photomicrograph of the read-channel chip described. The circuit
was fabricated in a single-polysilicon, double-metal, 0.8 pm CMOS process.

Servo AGC Servo Demodulator
Full
Scale
. X Burst
Integrator Rectifier | | Rectifier | sample L, Burst
Peak Detect |~ 7| Peak Detect 1 &« Outputs
f f f Hold
VCON VCON VCON
AGC AGC
Hold Hold
Servo Bit Detector
Input * s(s) ) Detect
ut =] _Pacc s oh_Pace Decode
From VGA > Low-Pass . | High-Pass Outputs

p Filter d Filter f(s) Logic
reamp — P
7 I
VCON

Figure 1.4-5 Servo channel block diagram.
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Figure 1.4-6 Photomicrograph of the read-channel chip.

Summary

This chapter has presented an introduction to the design of CMOS analog integrated cir-
cuits. Section 1.1 gave a definition of signals in analog circuits and defined analog, digital,
and analog sampled-data signals. The difference between analysis and design was dis-
cussed. The design differences between discrete and integrated analog circuits are primari-
ly due to the designer’s control over circuit geometry and the need to computer-simulate
rather than build a breadboard. The first section also presented an overview of the text and
showed in Table 1.1-2 how the various chapters are tied together. It is strongly recommend-
ed that the reader refer to Table 1.1-2 at the beginning of each chapter.

Section 1.2 discussed notation, symbology, and terminology. Understanding these topics
is important to avoid confusion in the presentation of the various subjects. The choice of sym-
bols and terminology has been made to correspond with standard practices and definitions.
Additional topics concerning the subject in this section will be given in the text at the appro-
priate place.
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Problems

An overview of analog signal processing was presented in Section 1.3. The objective of
most analog circuits was seen to be the implementation of some sort of analog signal pro-
cessing. The important concepts of circuit application, circuit technology, and system band-
width were introduced and interrelated, and it was pointed out that analog circuits rarely stand
alone but are usually combined with digital circuits to accomplish some form of signal pro-
cessing. The boundaries between the analog and digital parts of the circuit depend on the
application, the performance, and the area.

Section 1.4 gave an example of the design of a fully integrated disk-drive read-channel
circuit. The example emphasized the hierarchical structure of the design and showed how the
subjects to be presented in the following chapters could be used to implement a complex
design.

Before beginning the study of the following chapters, the reader may wish to study
Appendix A, which presents material that should be mastered before going further. It covers
the subject of circuit analysis for analog circuit design, and some of the problems at the end
of this chapter refer to this material. The reader may also wish to review other subjects, such
as electronic modeling, computer simulation techniques, Laplace and z-transform theory, and
semiconductor device theory.

Sample times *

The following problems refer to material in

Using Eq. (1.1-1), give the base-10 value for
the 5-bit binary number 11010 (bsb3b,b b,
ordering).

Process the sinusoid in Fig. PI1.1-2.
through an analog sample and hold. The
sample points are given at each integer
value of #/T.

Amplitude

\ /
/
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T
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Figure P1.1-2
Digitize the sinusoid given in Fig. P1.1-2

according to Eq. (1.1-1) using a 4-bit
digitizer.

Appendix A.

1.1-4.  Use the nodal equation method to find

Vout/Vin Of Fig. P1.1-4.

VWA VWA 0
R + R +
+ ! 2
Vin R3 Vi EmV1 R4 Vout

Figure P1.1-4

Use the mesh equation method to find
Vout/Vin Of Fig. P1.1-4.

Use the source rearrangement and substitu-
tion concepts to simplify the circuit shown
in Fig. P1.1-6 and solve for i, /i;, by mak-
ing chain-type calculations only.

N
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+ R,

lin (T) R, W41 rmi R;

Figure P1.1-6




1.1-7.  Find v,/v; and v,/i; of Fig. P1.1-7.
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Figure P1.1-7

1.1-8.  Use the circuit-reduction technique to solve
for vou/vi, of Fig. P.1.1-8
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Figure P1.1-8
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Use the Miller simplification concept to
solve for v, /vy, of Fig. A.1-3 (see
Appendix A).

Find v, /i;, of Fig. A.1-12 and compare
with the results of Example A.1-1.

Use the Miller simplification technique
described in Appendix A to solve for the
output resistance, v,/i,, of Fig. Pl.1-4.
Calculate the output resistance not using
the Miller simplification and compare your
results.

Consider an ideal voltage amplifier with a
voltage gain of A, = 0.99. A resistance R =
50 k() is connected from the output back to
the input. Find the input resistance of this
circuit by applying the Miller simplification
concept.
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CMOS, as illustrated in Fig. 2.0-1. For many years the dominant silicon integrated-

circuit technology was bipolar, as evidenced by the ubiquitous monolithic opera-
tional amplifier and the TTL (transistor—transistor logic) family. In the early 1970s MOS
technology was demonstrated to be viable in the area of dynamic random-access memories
(DRAMs), microprocessors, and the 4000-series logic family. By the end of the 1970s, driv-
en by the need for density, it was clear that MOS technology would be the vehicle for
growth in the digital VLSI area. At this same time, several organizations were attempting
analog circuit designs using MOS [1-4]. NMOS technology was the early technology of
choice for the majority of both digital and analog MOS designs. The early 1980s saw the
movement of the VLSI world toward silicon-gate CMOS, which has been the dominant
technology for VLSI digital and mixed-signal designs ever since [5,6]. Processes that com-
bine both CMOS and bipolar (BiCMOS) have proven themselves to be both a technological
and market success where the primary market force has been improved speed for digital cir-
cuits (primarily in static random-access memories, SRAMs). BICMOS has potential as well
in analog design due to the enhanced performance that a bipolar transistor provides in the
context of CMOS technology. This book focuses on the use of CMOS for analog and mixed-
signal circuit design.

There are numerous references that develop the details of the physics of MOS device
operation [7,8]. Therefore, this text covers only the aspects of this theory that are pertinent
to the viewpoint of the circuit designer. The objective is to be able to appreciate the limits
of the MOS circuit models and to understand the physical constraints on electrical per-
formance.

This chapter covers various aspects of the CMOS process from a physical point of view.
In order to understand CMOS technology, a brief review of the basic semiconductor fabrica-
tion processes is presented, followed by a description of the fabrication steps required to
build the basic CMOS process. Next, the pn junction is presented and analyzed, followed by
a description of how active and passive components compatible with the CMOS technology
are built. Next, important limitations on the performance of CMOS technology including
latch-up, temperature dependence, and noise are covered.

M odern silicon integrated-circuit technologies consist of bipolar, BiICMOS, and
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Figure 2.0-1 Modern silicon
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Physical layout of an integrated circuit requires understanding of layout rules and tech-
niques. Successful analog circuit design is tightly coupled with the physical layout. This topic
is covered in Appendix B and should be studied along with Chapter 2.

Basic MOS Semiconductor Fabrication Processes

Semiconductor technology is based on a number of well-established process steps, which are
the means for fabricating semiconductor components. In order to understand the fabrication
process, it is necessary to understand these steps. The process steps described here include
oxidation, diffusion, ion implantation, deposition, and etching. The means of defining the area
of the semiconductor subject to processing is called photolithography. Lastly, a planarization
method using chemical-mechanical polishing is introduced.

All processing starts with single-crystalline silicon material. There are two methods for
growing such crystals [9]. Most of the material is grown by a method based on that developed
by Czochralski in 1917. A second method, called the float zone technique, produces crystals
of high purity and is often used for power devices. The crystals are normally grown in either
a <100> or <111> crystal orientation. The resulting crystals are cylindrical and have a diam-
eter of 75-300 mm and a length of 1 m. The cylindrical crystals are sliced into wafers that are
approximately 0.5 mm to 0.75 mm thick for wafers of size 100 mm to 300 mm, respectively
[10]. This thickness is determined primarily by the physical strength requirements. When the
crystals are grown, they are doped with either an n-type or a p-type impurity to form an n- or
a p-substrate. The substrate is the starting material in wafer form for the fabrication process.
The doping level of most substrates is approximately 10'> impurity atoms/cm’, which
roughly corresponds to a resistivity of 3-5 ()-cm for an n-substrate and 14—16 Q)-cm for a
p-substrate [11].

An alternative to starting with a lightly doped silicon wafer is to use a heavily doped
wafer that has a lightly doped epitaxial (epi) on top of it where subsequent devices are
formed. Although epi wafers are more expensive, they can provide some benefits by reducing
sensitivity to latch-up (discussed later) and reducing interference between analog and digital
circuits on mixed-signal integrated circuits.

The six basic processing steps that are applied to the doped silicon wafer to fabricate
semiconductor components (oxidation, diffusion, ion implantation, deposition, etching, and
chemical mechanical polishing) will be described in the following paragraphs.

Oxidation

The first basic processing step is oxide growth or oxidation [12]. Oxidation is the process by
which a layer of silicon dioxide (SiO,) is formed on the surface of the silicon wafer. The
oxide grows both into as well as on the silicon surface, as indicated in Fig. 2.1-1. Typically
about 56% of the oxide thickness is above the original surface while about 44% is below the
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Original silicon surface t Figure 2.1-1 Silicon dioxide growth
i at the surface of a silicon wafer.

0.44 1., Silicon substrate

original surface. The oxide thickness, designated ?,,, can be grown using either dry or wet
techniques, with the former achieving lower defect densities. Typically oxide thickness varies
from less than 50 A for gate oxides to more than 10,000 A for field oxides. Oxidation takes
place at temperatures ranging from 700 °C to 1100 °C, with the resulting oxide thickness being
proportional to the temperature at which it is grown (for a fixed amount of time).

Diffusion

The second basic processing step is diffusion [13]. Diffusion in semiconductor material is the
movement of impurity atoms at the surface of the material into the bulk of the material.
Diffusion takes place at temperatures in the range of 800-1400 °C in the same way as a gas
diffuses in air. The concentration profile of the impurity in the semiconductor is a function of
the concentration of the impurity at the surface and the time in which the semiconductor is
placed in a high-temperature environment. There are two basic types of diffusion mecha-
nisms, which are distinguished by the concentration of the impurity at the surface of the semi-
conductor. One type of diffusion assumes that there is an infinite source of impurities at the
surface (N, cm ) during the entire time the impurity is allowed to diffuse. The impurity pro-
file for an infinite-source impurity as a function of diffusion time is given in Fig. 2.1-2(a). The
second type of diffusion assumes that there is a finite source of impurities at the surface of
the material initially. At # = O this value is given by N,. However, as time increases, the impu-
rity concentration at the surface decreases as shown in Fig. 2.1-2(b). In both cases, Nj is the
prediffusion impurity concentration of the semiconductor.

The infinite-source and finite-source diffusions are typical of predeposition and drive-in
diffusions, respectively. The object of a predeposition diffusion is to place a large concentra-
tion of impurities near the surface of the material. There is a maximum impurity concentra-
tion that can be diffused into silicon depending on the type of impurity. This maximum
concentration is due to the solid solubility limit, which is in the range of 5 X 10%° to 2 X 10*!
atoms/cm’. The drive-in diffusion follows the deposition diffusion and is used to drive the
impurities deeper into the semiconductor. The crossover between the prediffusion impurity
level and the diffused impurities of the opposite type defines the semiconductor junction. This
junction is between a p-type and an n-type material and is simply called a pn junction. The
distance between the surface of the semiconductor and the junction is called the junction
depth. Typical junction depths for diffusion can range from 0.1 pm for predeposition-type dif-
fusions to greater than 10 pwm for drive-in—type diffusions.

Ion Implantation

The next basic processing step is ion implantation and is widely used in the fabrication of
MOS components [14,15]. Ion implantation is the process by which ions of a particular
dopant (impurity) are accelerated by an electric field to a high velocity and physically lodge



2.1 Basic MOS Semiconductor Fabrication Processes 21

Figure 2.1-2 Diffusion profiles as a
function of time for (a) an infinite source
of impurities at the surface, and

(b) a finite source of impurities at the
surface.

Depth (x)
(2)

Depth (x)
(®)

within the semiconductor material. The average depth of penetration varies from 0.1 to
0.6 pm depending on the velocity and angle at which the ions strike the silicon wafer. The
path of each ion depends on the collisions it experiences. Therefore, ions are typically
implanted off-axis from the wafer so that they will experience collisions with lattice atoms,
thus avoiding undesirable channeling of ions deep into the silicon. An alternative method to
address channeling is to implant through silicon dioxide, which randomizes the implant direc-
tion before the ions enter the silicon. The ion-implantation process causes damage to the
semiconductor crystal lattice, leaving many of the implanted ions electrically inactive. This
damage can be repaired by an annealing process in which the temperature of the semicon-
ductor after implantation is raised to around 800 °C to allow the ions to move to electrically
active locations in the semiconductor crystal lattice.

Ion implantation can be used in place of diffusion since in both cases the objective is to insert
impurities into the semiconductor material. Ion implantation has several advantages over thermal
diffusion. One advantage is the accurate control of doping—to within =5%. Reproducibility is
very good, making it possible to adjust the thresholds of MOS devices or to create precise resis-
tors. A second advantage is that ion implantation is a room-temperature process, although anneal-
ing at higher temperatures is required to remove the crystal damage. A third advantage is that it
is possible to implant through a thin layer. Consequently, the material to be implanted does not
have to be exposed to contaminants during and after the implantation process. Unlike ion implan-
tation, diffusion requires that the surface be free of silicon dioxide or silicon nitride layers.
Finally, ion implantation allows control over the profile of the implanted impurities. For exam-
ple, a concentration peak can be placed below the surface of the silicon if desired.
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Deposition

The fourth basic semiconductor process is deposition. Deposition is the means by which films
of various materials may be deposited on the silicon wafer. These films may be deposited using
several techniques, including deposition by evaporation [16], sputtering [17], and chemical-
vapor deposition (CVD) [18,19]. In evaporation deposition, a solid material is placed in a vacu-
um and heated until it evaporates. The evaporant molecules strike the cooler wafer and condense
into a solid film on the wafer surface. Thickness of the deposited material is determined by the
temperature and the amount of time evaporation is allowed to take place (a thickness of 1 pwm is
typical). The sputtering technique uses positive ions to bombard the cathode, which is coated
with the material to be deposited. The bombarded or target material is dislodged by direct
momentum transfer and deposited on wafers, which are placed on the anode. The types of sput-
tering systems used for depositions in integrated circuits include dc, radio frequency (RF), or
magnetron (magnetic field). Sputtering is usually done in a vacuum. Chemical vapor deposition
uses a process in which a film is deposited by a chemical reaction or pyrolytic decomposition in
the gas phase, which occurs in the vicinity of the silicon wafer. This deposition process is gen-
erally used to deposit polysilicon, silicon dioxide (SiO, or simply oxide), or silicon nitride (Si;N,
or simply nitride). While the chemical vapor deposition is usually performed at atmospheric
pressure, it can also be done at low pressures where the diffusivity increases significantly. This
technique is called low-pressure chemical-vapor deposition (LPCVD).

Etching

Etching is the process of removing exposed (unprotected) material. The means by which
some material is exposed and some is not will be considered later under the topic of photoli-
thography. For the moment, we will assume that the situation illustrated in Fig. 2.1-3(a)
exists. Here we see a top layer called a film and an underlying layer. A protective layer, called
a mask,* covers the film except in the area that is to be etched. The objective of etching is to
remove just the section of the exposed film. To achieve this, the etching process must have
two important properties: selectivity and anisotropy. Selectivity is the characteristic of the
etch whereby only the desired layer is etched with no effect on either the protective layer

Mask | | Figure 2.1-3 (a) Portion of the
Film top layer ready fo_r etghir_lg. .
(b) Result of etching indicating
horizontal etching and etching

Underlying layer of underlying layer.

(a)

e
Mask | |
Film ' € J*—
to

Underlying layer

(b)

*A distinction is made between a deposited masking layer referred to as a “mask” and the photographic
plate used in exposing the photoresist, which is called a “photomask.”
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(masking layer) or the underlying layer. Selectivity can be quantified as the ratio of the
desired layer etch rate to the undesired layer etch rate as given below.

_ Desired layer etch rate (A)
 Undesired layer etch rate (B)

2.1-1)

SA*B

Anisotropy is the property of the etch to manifest itself in one direction; that is, a perfectly
anisotropic etchant will etch in one direction only. The degree of anisotropy can be quantified
by the relation given below.

Lateral etch rate
A=1——"T—""—""—— (2.1-2)
Vertical etch rate

Reality is such that neither perfect selectivity nor perfect anisotropy can be achieved in
practice, resulting in undercutting effects and partial removal of the underlying layer as illus-
trated in Fig. 2.1-3(b). As illustrated, the lack of selectivity with respect to the mask is given
by dimension “a.” Lack of selectivity with respect to the underlying layer is given by dimen-
sion “b.” Dimension “c” shows the degree of anisotropy. There are preferential etching tech-
niques that achieve high degrees of anisotropy and thus minimize undercutting effects, as well
as maintain high selectivity. Materials that are normally etched include polysilicon, silicon
dioxide, silicon nitride, and aluminum.

There are two basic types of etching techniques. Wet etching uses chemicals to remove
the material to be etched. Hydrofluoric acid (HF) is used to etch silicon dioxide; phosphoric
acid (HsPO,) is used to remove silicon nitride; nitric acid, acetic acid, or hydrofluoric acid is
used to remove polysilicon; potassium hydroxide is used to etch silicon; and a phosphoric
acid mixture is used to remove metal. The wet-etching technique is strongly dependent on
time and temperature, and care must be taken with the acids used in wet etching as they rep-
resent a potential hazard. Dry etching or plasma etching uses ionized gases that are rendered
chemically active by an RF-generated plasma. This process requires significant characteriza-
tion to optimize pressure, gas flow rate, gas mixture, and RF power. Dry etching is very
similar to sputtering and in fact the same equipment can be used. Reactive ion etching (RIE)
induces plasma etching accompanied by ionic bombardment. Dry etching is used for submi-
cron technologies since it achieves anisotropic profiles (no undercutting).

Chemical Mechanical Polishing

Performing the photolithographic steps on nonplanar surfaces can be challenging. Moreover,
maintaining uniform thickness of metal deposited over a surface with abrupt transitions is dif-
ficult. The solution is to planarize the surface of the wafer prior to each photolithographic or
deposition step. One means for achieving planarization is to use an oxide appropriately doped
so that it will reflow under elevated temperature. Another, and far superior, means for pla-
narization is to literally polish the wafer when a flat surface is needed. Modern processes use
chemical mechanical polishing (CMP) to planarize wafers [20].

Photolithography

Each of the basic semiconductor fabrication processes discussed thus far is applied only to
selected parts of the silicon wafer with the exception of oxidation, deposition, and CMP. The
selection of these parts is accomplished by a process called photolithography [12,21,22].
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Photolithography refers to the complete process of transferring an image from a photomask
or computer database to a wafer. The basic components of photolithography are the photore-
sist material and the photomask used to expose some areas of the photoresist to ultraviolet
(UV) light while shielding the remainder.

Photoresist is an organic polymer whose characteristics can be altered when exposed to
ultraviolet light. Photoresist is classified into positive and negative photoresist. Positive photore-
sist is used to create a mask where patterns exist (where the photomask is opaque to UV light).
Negative photoresist creates a mask where patterns do not exist (where the photomask is trans-
parent to UV light). The photolithographic process involves depositing photoresist on the wafer
and conditioning it with time and temperature. Portions of the photoresist are exposed to UV
light. After exposure, the exposed photoresist is hardened through a developing process while the
unexposed areas are removed. The hardened photoresist protects selected areas from plasma or
acids used in the etching process. When its protective function is complete, the photoresist is
removed with solvents or plasma ashing, leaving underlying layers unharmed. This process must
be repeated for each layer of the integrated circuit. Figure 2.1-4 shows, by way of example, the
basic photolithographic steps in defining a polysilicon geometry using positive photoresist.

i

e LT

Photomask

1/ /4

Photoresist Polysilicon

Figure 2.1-4 Basic photolithographic steps to define a polysilicon
geometry: (a) expose, (b) develop, (c) etch, (d) remove photoresist.

Photomask
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Figure 2.1-4 (Continued )

The process of exposing selective areas of a wafer to light through a photomask is called
printing. There are three basic types of printing systems used. They are listed below:

» Contact printing
* Proximity printing
* Projection printing

The simplest and most accurate method is contact printing. This method uses a glass
plate a little larger than the size of the actual wafer with the image of the desired pattern on
the side of the glass that comes in physical contact with the wafer. This glass plate is called
a photomask. The system achieves high resolution, high throughput, and low cost.
Unfortunately, because of the direct contact, the photomask wears out and has to be replaced
after 10-25 exposures. This method also introduces impurities and defects, because of the
physical contact. For these reasons, contact printing is not used in modern VLSI.

A second exposure system is called proximity printing. In this system, the photomask and
wafer are placed very close to one another but not in intimate contact. As the gap between the
photomask and the wafer increases, resolution decreases. In general, this method of pattern-
ing is not useful where minimum feature size is below 2 wm. Therefore, proximity printing is
not used in present-day VLSI.
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The projection printing method separates the wafer from the photomask by a relatively
large distance. Lenses or mirrors are used to focus the photomask image on the surface of the
wafer. There are two approaches used for projection printing: scanning and step-and-repeat.
The scanning method passes light through the scaled photomask (typically 5X), which fol-
lows a complex optical path reflecting off multiple mirrors imaging the wafer with an arc of
illumination optimized for minimum distortion. The photomask and wafer scan the illumi-
nated arc. Minimum feature size for this method is approximately 0.25 pm. The projection
printing system most used today is step-and-repeat.

The latest advancements in photolithography, with the goal of increasing resolution,
replace the air gap between the lens and the wafer surface with a liquid medium (highly puri-
fied water).

Electron beam exposure systems are often used to generate the photomasks for projec-
tion printing systems because of their high resolution (less than 1 wm). However, the electron
beam can be used to directly pattern photoresist without using a photomask. The advantages
of using the electron beam as an exposure system are accuracy and the ability to make soft-
ware changes. The disadvantages are high cost and low throughput.

Twin-Well CMOS Fabrication Steps

It is important for a circuit designer to understand some of the basic steps involved in fabri-
cating a CMOS circuit. The fabrication steps of a generic submicron CMOS twin-well sili-
con-gate process will be described.

Fabrication begins with a heavily doped p™ silicon wafer with a lightly doped p~ epi-
taxial layer (epi layer). A thin silicon-dioxide region is grown on the surface of the p~ epi
layer. Subsequent to this, the regions where n-wells are to exist are defined in a masking step
by depositing a photoresist material on top of the oxide. After exposing and developing the
photoresist, n-type impurities are implanted into the wafer as illustrated in Fig. 2.1-5(a).
Next, photoresist is removed and p-wells are created using a p-well mask and the photolith-
ographic process to define appropriate areas to be implanted. Photoresist is removed and a
high-temperature oxidation/drive-in step is performed, causing the implanted ions to diffuse
into the substrate. This is followed by oxide removal and subsequent growth of a thin pad
oxide layer. (The purpose of the pad oxide is to protect the substrate from stress due to the
difference in the thermal expansion of silicon and silicon nitride.) A layer of silicon nitride
is deposited over the entire wafer as illustrated in Fig. 2.1-5(b). Silicon nitride is used as a
stop layer during the CMP step. Photoresist is deposited, patterned, and developed as before,
and the silicon nitride is removed from the areas where it has been patterned. The silicon
nitride and photoresist remain in the areas where transistors will reside. The regions where
silicon nitride remains are called active area (AA). In order to provide isolation between
transistors, an etch is performed that cuts trenches between the remaining nitride (AA)
regions as illustrated in Fig. 2.1-5(c). This is followed by a linear oxide growth and a con-
formal oxide deposition [Fig. 2.1-5(d)]. A CMP step removes the oxide, forming a planar
surface at the top of the nitride as shown in Fig. 2.1-5(e). At this stage, the active areas are
separated by shallow trench isolation (STI) regions.

Next, using the appropriate p-well or n-well mask and photolithographic steps, p-type
and n-type field implants are performed. These will ensure that parasitic transistors are not
formed in the field regions. Nitride is removed. A thin gate oxide is grown followed by a poly-
silicon deposition step [Fig. 2.1-5(f)]. Polysilicon is then patterned and etched, leaving only
what is required to make transistor gates and interconnect lines.
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Figure 2.1-5 The major CMOS process steps.

At this point, the drain and source areas have not been diffused into the substrate.
Modern processes employ lightly doped drain/source (LDD) diffusions to minimize impact
ionization. The LDD structure is created by first performing a lightly doped implant (LDD),
which self-aligns with the polysilicon gate and the STI. Figure 2.1-5(g) shows the results
after both p-channel and n-channel transistors have received their LDD implant of the appro-
priate type (p~ and n, respectively). A nitride spacer is formed on the sides of the polysil-
icon gates by depositing a thin nitride layer followed by an anisotropic etch [Fig. 2.1-5(h)].
To make n” sources and drains, photoresist is applied and patterned everywhere n-channel
transistors are required; n” is also required where metal connections are to be made to n~
material such as the n-well. After developing, the n™ areas are implanted as illustrated in
Fig. 2.1-5(i). The photoresist acts as a barrier to the implant, as does the nitride spacer. As a
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result, the n* regions that result are properly aligned with the spacer nitride. Similarly, the
p-channel transistors receive their S/D implant after appropriate masking [Fig. 2.1-5()].
Annealing is performed in order to activate the implanted ions. Figure 2.1-5(k) shows the
result after this step.

In order to improve the conductivity of S/D, polysilicon interconnect, and contacts,
titanium (Ti) is sputtered over the entire wafer. Annealing is performed, which forms tita-
nium silicide (TiSi,) at all silicon interfaces [22]. Silicide provides a much lower resistance
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than diffusion or polysilicon. Silicide is not formed on the nitride spacer. The Ti not inter-
facing to silicon is removed using a chemical etch. Figure 2.1-5(1) illustrates the titanium
silicide remaining on S/D and polysilicon gates. Because the titanium silicide does not react
with the nitride spacer (and is later removed), the resulting silicide is self-aligned with
polysilicon and diffusion. Thus, the technique for creating the silicide is called a salicide
process (meaning a self-aligned-silicide). To avoid confusion, the term “silicide” will be
used throughout the text. A new, thick oxide layer is deposited over the entire wafer as
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illustrated in Fig. 2.1-5(m), followed by a CMP step to planarize the surface. Contacts are
formed by first defining their location using the photolithographic process applied in earli-
er steps. Next, the oxide areas where contacts are to be made are etched down to the sur-
face of the silicide. The remaining photoresist is removed. A thin titanium/titanium-nitride
(Ti/TiN) layer is deposited followed by a thick layer of tungsten (W). The Ti/TiN provides
adhesion and a diffusion barrier and the tungsten readily fills the holes formed by the con-
tact etch. Another CMP step is performed, this time removing the tungsten so that only the
tungsten plugs remain where contact holes were formed. Aluminum is deposited to form
the Metal 1 interconnect layer. It is defined photolithographically and subsequently etched
removing all unnecessary metal. To prepare for a Metal 2, another interlayer dielectric is
deposited [Fig. 2.1-5(n)]. Again, CMP is performed to planarize the surface of the oxide.
Intermetal connections (vias) are defined through the photolithographic patterning and
etch. A thin layer of Ti/TiN is deposited followed by a thick layer of tungsten. A CMP step
polishes away the tungsten above the surface of the oxide, leaving plugs. Metal 2 aluminum
is deposited, patterned, and etched [Fig. 2.1-5(0)]. The steps of oxide deposition, CMP,
tungsten plug formation, and aluminum metallization are repeated for as many layers of
metal as desired.

In order to protect the wafer from chemical intrusion or scratching, a passivation layer of
oxide or nitride is applied, covering the entire wafer. Pad regions are then defined (areas
where wires will be bonded between the integrated circuit and the package containing the cir-
cuit) and the passivation layer removed only in these areas. Figure 2.1-5(p) shows a cross sec-
tion of the final circuit.

To illustrate the process steps in sufficient detail, true relative dimensions are not given
(i.e., the side-view drawings are not to scale). It is valuable to gain an appreciation of actual
scale; thus, Fig. 2.1-6 is provided to illustrate relative dimensions.

Thus far, the basic twin-well CMOS process has been described. There are a variety of
enhancements that can be applied to this process to improve circuit performance.

Prior to forming contact plugs, titanium was deposited and annealed, and titanium sili-
cide was formed at all silicon interfaces, including polysilicon. The polysilicide forms a
much lower resistance than the polysilicon alone. This is beneficial where low-resistance
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Figure 2.1-6 Side view of a CMOS integrated circuit.
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interconnect is desired. However, analog designers often want to use high-resistance com-
ponents and polysilicon is an excellent choice. In order to use the sheet resistance of the
polysilicon, the titanium must be blocked from being depositing onto the polysilicon. This
is achieved with an additional mask—silicide block—which does precisely what its name
implies. In some processes, the polysilicon is not doped. Intrinsic polysilicon has a very high
resistance. To be useful as an analog component, a mask is used to selectively dope polysil-
icon resistors to achieve the desired resistivity.

Invariably, analog circuits require high-performance capacitors. There are at least three
common ways to achieve useful capacitors: (1) poly-oxide-poly, (2) metal-oxide-metal
(MOM), and (3) metal-insulator-metal (MiM). Poly-oxide-poly (or simply poly-poly) capac-
itors are fabricated by an additional step subsequent to the gate-poly step so that two polysil-
icon layers lie on top of one another with an intervening thin oxide. MOM capacitors are
formed without any additional processing steps as they are simply capacitors made from the
various metal layers that already exist (suitably oriented in the layout). MiM capacitors
require the formation of an additional metal layer. It is usually created just prior to the final
interconnect layer and sits atop a thin oxide on the second-to-last metal interconnect layer.
These capacitor structures are described in Section 2.4.

When designing analog circuits integrated with complex digital circuitry, one must be
careful to avoid interference due to the digital logic—digital noise. Such interference will
reduce the performance of sensitive analog signal paths. There are numerous circuit design
techniques that can mitigate digital noise. In addition, there are structural methods to isolate
the analog circuits from the digital ones. One such method is to use deep n-well (DNW).
Figure 2.1-7 illustrates an example of a deep n-well. The well is driven below the depth of the
p-well and the standard n-well. Electrical connection to the DNW is made via n-well and n*
diffusions. Isolation and interference reduction is achieved by connecting the DNW to a quiet
supply source (e.g., a quiet Vpp).

As geometries shrink, the breakdown voltages for transistors also go down. Thus, core
supply voltages continue to go down (e.g., 65 nm core voltage is typically around 1.0 volts).
Even though core voltages are shrinking, I/O voltages are not (at the same rate); thus, inter-
facing between the core of an integrated circuit and the I/O presents challenges. One solution
is to provide transistors with higher breakdown voltages alongside the standard devices. The
primary means for accomplishing this is to offer multiple gate oxides. The smallest gate oxide
is used for core transistors while larger gate oxides are used for I/O devices. Clever designers
often find use of the I/O devices with the core of the integrated circuit to address special needs
(e.g., low-leakage circuitry).

The process described in this section applies generally to 0.25 wm and below. Technologies
at 0.35 pwm and above typically use the LOCOS method for isolation. An example of such a
process (n-well LOCOS) is illustrated in Fig. 2.1-8.

o ot — quiet V,
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Figure 2.1-7 Deep n-well improves isolation.



2.2 The pn Junction 33

Passivation protection layer

Metal 5

Metal 4

Metal 1

p~ substrate

Figure 2.1-8 Cross section of a LOCOS CMOS process.

The pn Junction

The pn junction plays an important role in all semiconductor devices. The objective of this
section is to develop the concepts of the pn junction that will be useful to us later in our
study. These include the depletion-region width, the depletion capacitance, reverse-bias or
breakdown voltage, and the diode equation. Further information can be found in the refer-
ences [23,24].

Figure 2.2-1(a) shows the physical model of a pn junction. In this model it is assumed
that the impurity concentration changes abruptly from N, donors in the n-type semiconduc-
tor to N, acceptors in the p-type semiconductor. This situation is called a step junction and
is illustrated in Fig. 2.2-1(b). The distance x is measured to the right from the metallurgical
junction at x = 0. When two different types of semiconductor materials are formed in this
manner, the free carriers in each type move across the junction by the principle of diffusion.
As these free carriers cross the junction, they leave behind fixed atoms that have a charge
opposite to the carrier. For example, as the electrons near the junction of the n-type materi-
al diffuse across the junction they leave fixed donor atoms of opposite charge (+) near the
junction of the n-type material. This is represented in Fig. 2.2-1(c) by the rectangle with a
height of gNp. Similarly, the holes that diffuse across the junction from the p-type material
to the n-type material leave behind fixed acceptor atoms that are negatively charged. The
electrons and holes that diffuse across the junction quickly recombine with the free majori-
ty carriers across the junction. As positive and negative fixed charges are uncovered near the
junction by the diffusion of the free carriers, an electric field develops that creates an oppos-
ing carrier movement. When the current due to the free carrier diffusion equals the current
caused by the electric field, the pn junction reaches equilibrium. In equilibrium, both v and
ip of Fig. 2.2-1(a) are zero.

The distance over which the donor atoms have a positive charge (because they have lost
their free electron) is designated as x,, in Fig. 2.2-1(c). Similarly, the distance over which the
acceptor atoms have a negative charge (because they have lost their free hole) is x,. In this
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diagram, x, is a negative number. The depletion region is defined as the region about the met-
allurgical junction that is depleted of free carriers. The depletion region is defined as

Xg =X, — X,

Note that x,, < 0.

(2.2-1)

Due to electrical neutrality, the charge on either side of the junction must be equal. Thus,

gNpx, = —gNax, (2.2-2)
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where g is the charge of an electron (1.60 X 10~ '° C). The electric field distribution in the
depletion region can be calculated using the point form of Gauss’s law.

dE(x) _ ﬂ

dx Esi

(2.2-3)

By integrating either side of the junction, the maximum electric field that occurs at the junc-
tion, E, can be found. This is illustrated in Fig. 2.2-1(d). Therefore, the expression for Ej is

0 —
gN, gNix,  —gNpx,
J Sl M A P (2.2-4)

Esi Esi Esi

E,
E(]: J dE =
0

Xp

where &g; is the dielectric constant of silicon and is 11.7g, (g is 8.85 X 10~ F/cm).
The voltage drop across the depletion region is shown in Fig. 2.2-1(e). The voltage is
found by integrating the negative electric field, resulting in

_EO(xn - xp)

bo —vp = — 5 (2.2-5)

where vp, is an applied external voltage and ¢, is called the barrier potential and is given as

KT . [ NuN, N,N,
bo = ln< A2D> = v,m( AZD) (2.2-6)

q n; n;

1

Here, k is Boltzmann’s constant (1.38 X 1073 J/K) and n; is the intrinsic concentration of sil-
icon, which is 1.45 X 10"cm? at 300 K. At room temperature, the value of V, is 25.9 mV. It
is important to note that the notation for k7/g is V;, rather than the conventional V. The rea-
son for this is to avoid confusion with V7, which will be used to designate the threshold volt-
age of the MOS transistor (see Section 2.3). Although the barrier voltage exists with v, = 0,
it is not available externally at the terminals of the diode. When metal leads are attached to
the ends of the diode a metal-semiconductor junction is formed. The barrier potentials of the
metal-semiconductor contacts are exactly equal to ¢, so that the open circuit voltage of the
diode is zero.

Equations (2.2-2), (2.2-4), and (2.2-5) can be solved simultaneously to find the width of
the depletion region in the n-type and p-type semiconductor. These widths are found as

_ 12
X, = [2851@0 VD)NA:| (2.2-7)
gNp(Na + Np)
and
) _ 12
x, = _[2851@’0 VD)ND:| (2.2-8)
gNA(Ny + Np)

The width of the depletion region, x,, is found from Eqs. (2.2-1), (2.2-7), and (2.2-8) and is

_ |:2SSi(NA + Np)

172
= —vp)'? 2.2-
Xa GNNp } (bo — vp) ( 9
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It can be seen from Eq. (2.2-9) that the depletion width for the pn junction of Fig. 2.2-1 is
proportional to the square root of the difference between the barrier potential and the exter-
nally applied voltage. It can also be shown that x, is approximately equal to x, or x, for
N4 >> Np or Np >> Ny, respectively. Consequently, the depletion region will extend farther
into the lightly doped semiconductor than it will into the heavily doped semiconductor.

It is also of interest to characterize the depletion charge Q;, which is equal to the magni-
tude of the fixed charge on either side of the junction. The depletion charge can be expressed
from the above relationships as

2e5igNsNp

12
_ 12 )
N, + N, ] (¢o — vp) (2.2-10)

Q; = |[AgNxx,| = AgNpx,, = A {

where A is the cross-sectional area of the pn junction.
The magnitude of the electric field at the junction E, can be found from Eqs. (2.2-4) and
(2.2-7) or (2.2-8). This quantity is expressed as

172
E, = [M“ND} (b0 = vp)'” 22-11)
&si(Ny + Np)
Equations (2.2-9), (2.2-10), and (2.2-11) are key relationships in understanding the pn
junction.

The depletion region of a pn junction forms a capacitance called the depletion-layer
capacitance. It results from the dipole formed by uncovered fixed charges near the junction
and will vary with the applied voltage. The depletion-layer capacitance C; can be found from
Eq. (2.2-10) using the following definition of capacitance:

12 1 Cio
} = : - (2.2-12)
2(Ny + Np) (b0 — vp) [1 — (vp/o)]

C. = @ _ { &sigNaNp
J dVD

Cjo is the depletion-layer capacitance when v, = 0 and m is called a grading coefficient.
The coefficient m is 1/2 for the case of Fig. 2.2-1, which is called a step junction. If the junc-
tion is fabricated using diffusion techniques described in Section 2.1, Fig. 2.2-1(b) will
become more like the profile of Fig. 2.2-2. It can be shown for this case that m is 1/3. The
range of values of the grading coefficient will fall between 1/3 and 1/2. Figure 2.2-3 shows a
plot of the depletion layer capacitance for a pn junction. It is seen that when v, is positive and
approaches ¢, the depletion-layer capacitance approaches infinity. At this value of voltage,
the assumptions made in deriving the above equations are no longer valid. In particular, the
assumption that the depletion region is free of charged carriers is not true. Consequently, the

actual curve bends over and C; decreases as vp approaches ¢, [25].

Figure 2.2-2 Impurity concentration profile
N for diffused pn junction.
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C; Figure 2.2-3 Depletion capacitance as a function of externally

applied junction voltage.
C /

0 ¢ vp

Characteristics of a pn Junction

Find x,, x,,, x4, o, Cjo, and C; for an applied voltage of —4 V for a pn diode with a step junc-
tion, Ny = 5 X 10%/cm?, Np = 10*/cm’, and an area of 10 wm by 10 pm.

At room temperature, Eq. (2.2-6) gives the barrier potential as 0.917 V. Equations (2.2-7)
and (2.2-8) give x,, = 0 and x, = 1.128 pm. Thus, the depletion width is approximately x,, or
1.128 wm. Using these values in Eq. (2.2-12) we find that Cj, is 20.3 fF and at a voltage of
-4V, C;is 9.18 fF.

The voltage breakdown of a reverse-biased (v < 0) pn junction is determined by the
maximum electric field E,,,, that can exist across the depletion region. For silicon, this max-
imum electric field is approximately 3 X 10° V/cm. If we assume that lvpl > ¢, then substi-
tuting E .« into Eq. (2.2-11) allows us to express the maximum reverse-bias voltage or
breakdown voltage (BV) as

gy = fsWat Vo) po (2.2-13)
2gN,Np

Substituting the values of Example 2.2-1 in Eq. (2.2-13) and using a value of 3 X 10°> V/cm
for E,,,, gives a breakdown voltage of 58.2 volts. However, as the reverse-bias voltage starts
to approach this value, the reverse current in the pn junction starts to increase. This increase
is due to two conduction mechanisms that can take place in a reverse-biased junction between
two heavily doped semiconductors. The first current mechanism is called avalanche multipli-
cation and is caused by the high electric fields present in the pn junction; the second is called
Zener breakdown. Zener breakdown is a direct disruption of valence bonds in high electric
fields. However, the Zener mechanism does not require the presence of an energetic ionizing
carrier. The current in most breakdown diodes will be a combination of these two current
mechanisms.

If iy is the reverse current in the pn junction and vy is the reverse-bias voltage across the
pn junction, then the actual reverse current ip, can be expressed as

1
jpa = Mip=|—"—""—1]i 2.2-14
o = Mk (1 = (vR/BV)">’R @219

M is the avalanche multiplication factor and #z is an exponent that adjusts the sharpness of the
“knee” of the curve shown in Fig. 2.2-4. Typically, n varies between 3 and 6. If both sides of
the pn junction are heavily doped, the breakdown will take place by tunneling, leading to the
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ip Figure 2.2-4 Reverse-bias volgate—current
characteristics of the pn junction illustrating
voltage breakdown.

0 BV VR

Zener breakdown, which generally occurs at voltages less than 6 volts. Zener diodes can be
fabricated where an n” diffusion overlaps with a p* diffusion. Note that the Zener diode is
compatible with the basic CMOS process although one terminal of the Zener must be either
on the lowest power supply, ground, or the highest power supply, Vpp.

The diode voltage—current relationship can be derived by examining the minority-carrier
concentrations in the pn junction. Figure 2.2-5 shows the minority-carrier concentration for a
forward-biased pn junction. The majority-carrier concentrations are much larger and are not
shown on this figure. The forward bias causes minority carriers to move across the junction
where they recombine with majority carriers on the opposite side. The excess of minority-
carrier concentration on each side of the junction is shown by the shaded regions. We note
that this excess concentration starts at a maximum value at x = 0 (x’ = 0) and decreases to
the equilibrium value as x (x") becomes large. The value of the excess concentration at x = 0,
designated as p,(0), or x" = 0, designated as n,(0), is expressed in terms of the forward-bias
voltage vp as

Vb
Pa(0) = puo exp (V> (2.2-15)
t
and
VD
n,(0) = n,o exp (V ) (2.2-16)
t

where p,, and n, are the equilibrium concentrations of the minority carriers in the n-type and
p-type semiconductors, respectively. We note that these values are essentially equal to the
intrinsic concentration squared divided by the donor or acceptor impurity atom concentration,
as shown on Fig. 2.2-5. As v, is increased, the excess minority concentrations are increased.
If vp is zero, there is no excess minority concentration. If v is negative (reverse biased), the
minority-carrier concentration is depleted below its equilibrium value.

The current that flows in the pn junction is proportional to the slope of the excess
minority-carrier concentration at x = 0 (x' = 0). This relationship is given by the diffusion
equation expressed below for holes in the n-type material.

dp, (x)
dx |x=0

J,x) = — qD, (2.2-17)

where D, is the diffusion constant of holes in an n-type semiconductor. The excess holes in
the n-type material can be defined as
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Figure 2.2-5 Impurity concentration profile for diffused pn junction.

p,n(-x) = pn(x) — Pno (22-18)
The decrease of excess minority carriers away from the junction is exponential and can be

expressed as

L, L,

LX) = pi(0) exp (ﬂ‘) = [Ps0) — puol exp (”) (2.2-19)

where L, is the diffusion length for holes in an n-type semiconductor. Substituting Eq. (2.2-15)

into Eq. (2.2-19) gives
X) = exp| — ) —1|exp|— 2-
Pn Pno p Vt p Lp

The current density due to the excess-hole concentration in the n-type semiconductor is found
by substituting Eq. (2.2-20) in Eq. (2.2-17), resulting in

qD,puo Vp
J,(0) = L {exp (V,) — 1} (2.2-21)

Similarly, for the excess electrons in the p-type semiconductor we have

gD,n
7,(0) = L—”O {exp (:2) - 1} (2.2-22)

Assuming negligible recombination in the depletion region leads to an expression for the total
current density of the pn junction, given as

D n DV[
JO) = J,(0) + J,(0) = ¢ { - o ano] {exp (V‘f) - 1} (2.2-23)

/4 n

Multiplying Eq. (2.2-23) by the pn junction area A gives the total current as
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e 2 lon () -1 = few () -1

. A )z 14 D _ D

= + “Z)l-1]=1 —=]-1 2.2-24
ip=4q { L L exp v, s | eXp v, ( )

I, is a constant called the saturation current. Equation (2.2-24) is the familiar
voltage—current relationship that characterizes the pn junction diode.

Calculation of the Saturation Current
Calculate the saturation current of a pn junction diode with N, = 5 X 10"%/cm?, Np =

10*/em’, D, = 20 cm®/s, D, = 10 cm’/s, L, = 10 wm, L, = 5 pum, and A = 1000 pm’.
From Eq. (2.2-24), the saturation current is defined as

D.p, D,n
L= qA (po N ,,0>

L, L,

P, is calculated from n2/Nj, to get 2.103/cm?; My is calculated from n2/N, to get 4.205 X
10*/cm®. Changing the units of area from wm? to cm? results in a saturation current magni-

tude of 1.346 X 10~ 5 A or 1.346 fA.

This section has developed the depletion-region width, depletion capacitance, breakdown
voltage, and voltage—current characteristics of the pn junction. These concepts will be very
important in determining the characteristics and performance of MOS active and passive
components.

w 2.3 The MOS Transistor

N

The structure of an n-channel and a p-channel MOS transistor fabricated using an n-well
LOCOS process (same principles apply for a twin-well STI process) is shown in Fig. 2.3-1.
The p-channel device is formed with two heavily doped p* regions diffused into a lighter
doped n~ material called the well. The two p* regions are called drain and source, and are sep-
arated by a distance, L (referred to as the device length). At the surface between the drain and
source lies a gate electrode that is separated from the silicon by a thin dielectric material (sil-
icon dioxide). Similarly, the n-channel transistor is formed by two heavily doped n™ regions
within a lightly doped p~ substrate and has a gate on the surface between the drain and source
separated from the silicon by a thin dielectric material (silicon dioxide). Essentially, both
types of transistors are four-terminal devices as shown in Fig. 1.2-2(c,d). The B terminal is
the bulk, or substrate, which contains the drain and source diffusions. For an n-well process,
the p-bulk connection is common throughout the integrated circuit and is connected to ground
(the most negative supply). Multiple n-wells can be fabricated on a single circuit, and they
can be connected to different potentials in various ways depending on the application.
Figure 2.3-2 shows an n-channel transistor with all four terminals connected to ground.
At equilibrium, the p~ substrate and the n™ source and drain form a pn junction. Therefore, a
depletion region exists between the n™ source and drain and the p~ substrate. Since the source
and drain are separated by back-to-back pn junctions, the resistance between the source and
drain is very high (>10'? Q). The gate and the substrate of the MOS transistor form the par-
allel plates of a capacitor with the SiO, as the dielectric. This capacitance divided by the area
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Figure 2.3-1 Physical structure of an n-channel and a p-channel transistor in an n-well technology.
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Figure 2.3-2 Cross section of an n-channel transistor with all terminals grounded.

of the gate is designated as C,,.* When a positive potential is applied to the gate with respect
to the source, a depletion region is formed under the gate resulting from holes being pushed
away from the silicon—silicon dioxide interface. The depletion region consists of fixed ions
that have a negative charge. Using one-dimensional analysis, the charge density, p, of the
depletion region is given by

p = q(=Ny) (2.3-1)

Applying the point form of Gauss’s law, the electric field resulting from this charge is

Ex) = Jgdx= J_qN o=~ 1 ¢ 2.3-2)

Esi Esi

The constant, C, is determined by evaluating E(x) at the edges of the depletion region (x = 0
at the Si—SiO, interface; x = x,; at the boundary of the depletion region in the bulk).

_ . _ —4Na _
E©) = E, = 0 +C=C (2.3-3)
Si
—gN
E(x) =0 = SAM+C (2.3-4)
Si
N
c=21 (2.3-5)
Esi

*The symbol “C” normally has units of farads; however, in the field of MOS devices it often has units
of farads per unit area (e.g., F/m?).
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This gives an expression for E(x)

qu‘ (xd — x) (2.3-6)

E(x) = o

Applying the relationship between potential and electric field yields

Si

j dp = — f E(x) dx = — f";v/* (xg — x)dx 2.3-7)

Integrating both sides of Eq. (2.3-7) with appropriate limits of integration gives

br Xa
N, N X5
fd¢=—f" Ay —mde= T g g, (2.3-8)
Esi 2gg;
& 0
qNAxﬁ
Y b — dr (2.3-9)
Esi

where ¢ is the equilibrium electrostatic potential (Fermi potential) in the semiconductor, ¢g
is the surface potential of the semiconductor, and x, is the thickness of the depletion region.
For a p-type semiconductor, ¢ is given as

¢r = =V, In(Na/ny) (2.3-10)
and for an n-type semiconductor, ¢ is given as
¢r =V, In(Np/ny) 2.3-11)
Equation (2.3-9) can be solved for x, assuming that lp, — ¢ | = 0 to get

{2851|¢s - ¢F|]1/2
Xg = | —

(2.3-12)
gN,

The immobile charge due to acceptor ions that have been stripped of their mobile holes is
given by

Q = _qNA-xd (23-13)

Substituting Eq. (2.3-12) into Eq. (2.3-13) gives

Deg; b, — 12
Q= —qN,4 {SSM)(!)F} = =V 2gN,egi|d, — ¢ (2.3-14)

qN4

When the gate voltage reaches a value called the threshold voltage, designated as V, the
substrate underneath the gate becomes inverted; that is, it changes from a p-type to an n-type
semiconductor. Consequently, an n-type channel exists between the source and drain that
allows carriers to flow. In order to achieve this inversion, the surface potential must increase
from its original negative value (¢; — ¢r), to zero (¢, = 0), and then to a positive value
(¢, = —dr). The value of gate—source voltage necessary to cause this change in surface potential
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Figure 2.3-3 Cross section of an n-channel transistor with small vy and vgg > V.

is defined as the threshold voltage, V. This condition is known as strong inversion. The n-
channel transistor in this condition is illustrated in Fig. 2.3-3. With the substrate at ground
potential, the charge stored in the depletion region between the channel under the gate and the
substrate is given by Eq. (2.3-14) where ¢, has been replaced by — ¢ to account for the fact
that vgg = Vr. This charge O, is written as

Opo = —V2qNesi | —2¢4 (2.3-15)

If a reverse-bias voltage vy is applied across the pn junction, Eq. (2.3-15) becomes

0= V2qN,es; |2 + v (2.3-16)

An expression for the threshold voltage can be developed by breaking it down into sev-
eral components. First, the term ¢,,* must be included to represent the difference in the work
functions between the gate material and bulk silicon in the channel region. The term ¢, is
given by

bys = dr(substrate) — ¢g(gate) (2.3-17)

where ¢(metal) = 0.6 V. Second, a gate voltage of [—2¢ — (Q,/C,,)] is required to change
the surface potential and offset the depletion layer charge Q,. Lastly, there is always an
undesired positive charge, Q,,, present in the interface between the oxide and the bulk silicon.
This charge is due to impurities and imperfections at the interface and must be compensated
by a gate voltage of —Q,,/C,,. Thus, the threshold voltage for the MOS transistor can be
expressed as

Vi = s + <_2¢'F - CQ.b) + <_CQSS)

O  Os O — O
— — 2, — =2 =8 =2 =2 2.3-18
bus b C,. C.. C.. ( )

*Historically, this term has been referred to as the metal-to-silicon work function. We will continue the
tradition even when the gate terminal is something other than metal (e.g., polysilicon).



44 CMOS TECHNOLOGY

iExample
o 2.3-1

Table 2.3-1 Signs for the Quantities in the Threshold Voltage Equation.

Parameter N-CHANNEL (p-type substrate) P-CHANNEL (n-type substrate)

bus
Metal = -

n" Si Gate -
p" Si Gate +
b -
00,0
Oss
Vs
Y

+ o+ + o+

+ + +
[

The threshold voltage can be rewritten as

Ve = Vio + 3 V=265 + ves = V[=264]) (2.3-19)
where
Vio = dus — 2dp — gi) - g:i (2.3-20)
and the body factor, v, is defined as
V 2ge5iNy
y=——F— (2.3-21)

CD)C

The signs of the above analysis can become very confusing. Table 2.3-1 attempts to clarify
any confusion that might arise [24].

Calculation of the Threshold Voltage

Find the threshold voltage and body factor y for an n-channel transistor with an n™ silicon

gate if 7,, = 200 A, N, = 3 X 10" cm 7, gate doping, Ny = 4 X 10'"” cm 2, and if the pos-

itively charged ions at the oxide—silicon interface per area is 10'® cm ™2,

From Eq. (2.3-10), ¢x(substrate) is given as

3 X 10'°
) = —0.377V

substrate) = —0.0259 In | ——
Pr(substrate) (1.45 X 10

The equilibrium electrostatic potential for the n* polysilicon gate is found from Eq. (2.3-11) as

4 x 10"

1.45 X 1010) - 0263V

¢r(gate) = 0.0259 In (
Equation (2.3-17) gives ¢ as

¢r(substrate) — ¢r(gate) = —0.940 V



2.3 The MOS Transistor 45
The oxide capacitance is given as

3.9 X 8.854 x 1071
COX = Sox/tnx = 78
200 X 10

= 1.727 X 1077 Flem?

The fixed charge in the depletion region, Oy, is given by Eq. (2.3-15) as

Op=—-2X16%X10"" X 11.7 X 8854 X 107" X 2 X 0.377 X 3 X 10'%)"?
= —8.66 X 10~ % C/cm?

Dividing Q, by C,, gives —0.501 V. Finally, Q,,/C,, is given as

O, 10" %x1.60 x 107" 3
== = ——=93x107V
Cox 1.727 X 10

Substituting these values in Eq. (2.3-18) gives
Vro = —0.940 + 0.754 + 0.501 — 9.3 X 107 = 0.306 V

The body factor is found from Eq. (2.3-21) as

(22X 16X 107" X 11.7 X 8.854 X 10”'* X 3 x 10'%)"”

— =0.577V"?
1.727 X 10

Y

The above example shows how the value of impurity concentrations can influence the
threshold voltage. In fact, the threshold voltage can be set to any value by proper choice of
the variables in Eq. (2.3-18). Standard practice is to implant the appropriate ions into the sub-
strate in the channel region to adjust the threshold voltage to the desired value. If the oppo-
site impurities are implanted in the channel region of the substrate, the threshold for an
n-channel transistor can be made negative. This type of transistor is called a depletion tran-
sistor and can have current flow between the drain and source for zero volts between the gate
and source.

When the channel is formed between the drain and source as illustrated in Fig. 2.3-3, a
drain current i, can flow if a voltage vpg exists across the channel. The dependence of this
drain current on the terminal voltages of the MOS transistor can be developed by considering
the characteristics of an incremental length of the channel designated as dy in Fig. 2.3-3. It is
assumed that the width of the MOS transistor (into the page) is W and that v is small. The
charge per unit area in the channel, Q,(y), can be expressed as

Ql(y) = Cox[vGS - V(y) - Vil (2.3-22)
The resistance in the channel per unit of length dy can be written as

dy
R=——"—
/*‘LnQI(y)W

where u, is the average mobility of the electrons in the channel. The voltage drop, referenced
to the source, along the channel in the y direction, is

(2.3-23)
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dv(y) = ipdR = — 2D (2.3-24)
v(y) =i = 3-
T oW
or
indy = Wi, 0/(y) dv(y) (2.3-25)
Integrating along the channel fromy = 0 to y = L gives
L Vps Vps
Jiu dy = JWMan(V)dV(y) = JWMncox[VGS —v — Vildav(y)  (2.3-26)
0 0 0
Performing the integration results in the desired expression for ij, as
- mCaW v
Ip = T |:(VGS = Vv — T o
nCoxW p
= MT {(Vcs — Vpvps — VDZS] (2.3-27)

This equation is sometimes called the Sah equation [26] and has been used by Shichman and
Hodges [27] as a model for computer simulation. Equation (2.3-27) is only valid when

Vgs = VT and Vps = (VGS - VT) (23-28)

and for values of L greater than the minimum L. The factor w,C,, is often called the transcon-
ductance parameter, given as

_ Mn€ox

K = u,C,, (2.3-29)

tO)C

Equation (2.3-28) will be examined in more detail in the next chapter, concerning the
modeling of MOS transistors. The operation of the p-channel transistor is essentially
the same as that of the n-channel transistor, except that all voltage and current polarities
are reversed.

Passive Components

This section examines the passive components that are compatible with fabrication steps
used to build the MOS device. These passive components include the capacitor and the
resistor.

Capacitors

A good capacitor is often required when designing analog integrated circuits. They are used
as compensation capacitors in amplifier designs, as bandwidth-determining components in
g,/C filters, as charge storage devices in switched-capacitor filters and digital-to-analog
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converters, and in other places as well. The desired characteristics for capacitors used in these
applications are given below:

* Good matching accuracy

* Low voltage coefficient

 High ratio of desired capacitance to parasitic capacitance
* High capacitance per unit area

* Low temperature dependence

Analog CMOS processes differentiate themselves from purely digital ones by providing
capacitors that meet the above criteria. For such analog processes, there are basically two
types of capacitors made available, capacitors utilizing polysilicon for plates and capacitors
utilizing metal for plates. Modern submicron processes (0.18 wm and below) use MiM
(metal-insulator-metal) capacitors because they are economical to build (minimal masks,
steps, and process complexity) and meet the criteria set forth above. Figure 2.4-1(a) shows an
example of a MiM capacitor. It is formed by providing an additional metal layer prior to the
last metal interconnect layer that lies above a thin oxide region on top of the next to last metal
layer (i.e., a capacitor metal on top of M4, separated by a thin oxide region fabricated in a
five-metal process). Typical performance for a MiM capacitor implemented in a 0.18 pm
process is given in Table 2.4-1.

A second type of capacitor is illustrated in Fig. 2.4-1(b). This capacitor is constructed by
putting an n-well underneath an n-channel transistor. The bottom plate (the n-well) of this

Passivation protection layer

Metal 5

ﬁpacitor top plate  Metal 4 and capacitor
[ ) bottom plate

(2
n* diffusior/l Polysilicon top plate
—(}_/ n-well —
p
p+
(b)

Figure 2.4-1 (a) MiM capacitor, (b) accumulation MOS capacitor.
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Table 2.4-1 Approximate Performance Summary of Passive Components in a 0.18 pm
CMOS Process

Component Type Typical Value Typical Matching Temperature Voltage
Accuracy Coefficient Coefficient
MiM capacitor 1.0 fF/pm? 0.03% 50 ppm/°C 50 ppm/V
MOM capacitor 0.17 fF/me2 1% 50 ppm/OC 50 ppm/V
P* Diffused resistor 80150 /1 0.4% 1500 ppm/°C 200 ppm/V
(nonsilicide)
N* Diffused resistor 50-80 (/01 0.4% 1500 ppm/OC 200 ppm/V
(non-silicide)
N* Poly resistor 300 /0O 2% —2000 ppm/OC 100 ppm/V

(non-silicide)

P* Poly resistor

(non-silicide) 300 (/O 0.5% —500 ppm/°C 100 ppm/V
P~ Poly resistor

(non-silicide) 1000 /01 0.5% —1000 ppm/OC 100 ppm/V
n-well resistor 1-2 k0 8000 ppm/°C 10k ppm/V

capacitor has a much higher resistivity (as compared to a MiM bottom plate). Because of this
fact, it is not used in circuits where a low voltage coefficient is important. It is, however, often
used when one terminal of the capacitor is connected to ground. It offers a very high capaci-
tance per unit area, it can be matched well, and it is available in all CMOS processes because
no unique steps or masks are required. A conventional transistor can be used as a capacitor if
properly biased in the inversion region and has similar performance to the capacitor illustrat-
ed in Fig. 2.4-1(b).

Quite often, the processing performance required by the digital component of a mixed-
signal integrated circuit necessitates the use of a process targeted for digital applications.
Such processes do not provide tailored capacitors for analog applications. Therefore, when
a capacitor is needed, it must be derived from two or more of the existing interconnect lay-
ers. Capacitors constructed of only native metal layers are called MOM (metal-oxide-metal)
capacitors (or finger capacitors if constructed using interdigitated fingers). Figure 2.4-2
illustrates symbolically several schemes for making MOM capacitors using only metal lay-
ers available in a purely digital process. Figure 2.4-2(a) is a finger capacitor constructed
vertically, taking advantage of both vertical and sidewall capacitance. This structure is very
efficient because the vertical space between metal layers is greater than the allowed space
between them (see Fig. 2.1-6). An example of a same-layer parallel-plate MOM capacitor
is illustrated in Fig. 2.4-2(b). Compared to MiM capacitors, these capacitors typically suf-
fer from lower per-unit-area capacitance and lower ratio of desired capacitance to parasitic
capacitance; however, they generally have a higher Q, which makes them the capacitor of
choice for RF circuit applications. Matching accuracy of capacitors implemented like those
in Fig 2.4-2 is on the order of 1-2% and voltage coefficient is low. A typical value for a
finger capacitor implemented in four metal layers is about 0.2 fF/um” (depends greatly
on layout).

The voltage coefficient of MiM and MOM capacitors is generally less than 50 ppm/V and
their temperature coefficient less than 50 ppm/°C. When considering the ratio of two capacitors
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Figure 2.4-2 Various ways to implement capacitors using available interconnect layers illustrated
symbolically: (a) interleaved finger capacitor, (b) horizontal parallel plate capacitor.

on the same substrate, note that the variations on the absolute value of the capacitor due to
temperature tend to cancel. Therefore, temperature variations have little effect on the match-
ing accuracy of capacitors. When capacitors are switched to different voltages, as in the case
of sampled-data circuits, their voltage coefficients can have a negative impact on performance
if not kept to a minimum.

The parasitic capacitance associated with the capacitors of Figs. 2.4-1 and 2.4-2 can give
rise to a significant source of error in analog sampled-data circuits. Figure 2.4-3 illustrates a
general model for a capacitor with its top- and bottom-plate parasitics. These parasitic capac-
itances depend on the capacitor size, layout, and technology and are unavoidable.

The capacitor plate with the smallest parasitic associated with it is referred to as the top
plate. It is not necessarily physically the top plate although quite often it is. The bottom plate
is that plate having the larger parasitic capacitance associated with it. Schematically, the top
plate is represented by the flat (straight) line in the capacitor symbol while the curved plate
represents the bottom plate. For the MiM capacitor illustrated in Fig. 2.4-1(a) the parasitic
capacitor associated with the top plate of the capacitor itself is due to interconnect lines lead-
ing to the capacitor and the bottom-plate parasitic capacitance is due to the capacitance

Figure 2.4-3 A model for the integrated
capacitors showing top- and bottom-plate
Cdesired parasitics.

Top-plate
parasitc _—— = f-------- '
1

o Bottom-plate

“7 parasitic

A4 A\
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between the bottom plate and the substrate or any intervening metal lines below the bottom
plate. Parasitic bottom-plate capacitance of the MiM capacitor is minimized by constructing
it in such a way so that there are no metal or polysilicon interconnects running below the bot-
tom-plate metal. MOM capacitors available in a digital process and shown in Fig. 2.4-2 have
parasitics that are not so easily generalized.

Resistors
The other passive component compatible with MOS technology is the resistor. Even though
we shall use circuits consisting of primarily MOS active devices and capacitors, some appli-
cations, such as digital-to-analog conversion, use resistors. Resistors compatible with the
MOS technology of this section include diffused, polysilicon, and n-well resistors. Though
not as common, metal can be used as a resistor as well.

To understand the dimensions that are important in accessing the performance of a resis-
tor, it is necessary to review the relationship for the resistance of a conductive bar.

For a conductive bar of material as shown in Fig. 2.4-4, the resistance, R, is given as

R="C(Q (2.4-1)

where p is resistivity in }-cm and A is a plane perpendicular to the direction of current flow.
In terms of the dimensions given in Fig. 2.4-4, Eq. (2.4-1) can be rewritten as

=Pt @ 242
_WT() (2.4-2)

Since the nominal values for p and T are generally fixed for a given process and material type,
they are grouped together to form a new term p, called sheet resistivity. This is clarified by
the following expression:

p\L L

R = (T)W =0y (®) (2.4-3)

It is conventional to give p, the units of /(] (read ohms per square). From the layout
point of view, a resistor has the value determined by the number of squares of resistance mul-

tiplied by p.
Direction of current flow Figure 2.4-4 Current flow in a
s conductive bar.
/

w

— e~
™\

ﬁ‘ Area, A
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Example 2.4-1 Resistance Calculation

Given a polysilicon resistor like that drawn in Fig. 2.4-4 with W = 0.8 pum and L = 20 pm,
calculate p, (in {)/[]), the number of squares of resistance, and the resistance value. Assume
that p for polysilicon is 9 X 10~* Q-cm and polysilicon is 3000 A thick. Ignore any contact
resistance.

First calculate p.

p_ 99X 107* Q-cm

s = - =——"—"—=300/0J
P77 73000 X 10 em
The number of squares of resistance, N, is
L 20 pm
N=—-= =B _ 25
W 0.8 pm

giving the total resistance as

R=p X N=30X25=7500Q

Figure 2.4-5(a) illustrates a p* diffusion resistor. It is formed using source/drain dif-
fusion in an n-well. The sheet resistance of such resistors in a nonsilicide process is usu-
ally in the range of 50-150 (/[]. For a silicide process, these resistors are in the range of
5-15 /1. The fact that the source/drain diffusion is needed as a good conductor (i.e., as
interconnect) in integrated circuits conflicts with its use as a resistor. Clearly the goal of
a silicide process is to achieve “interconnect-like” performance from source/drain diffu-
sion. In these processes, a silicide block can be used to mask the titanium film from form-
ing a silicide, thus allowing for a high-resistance source/drain diffusion where desired.
The diffused resistor is found to have a voltage coefficient of resistance in the 100-500
ppm/V range. The parasitic capacitance to ground is also voltage dependent in this type of
resistor. Figure 2.4-5(b) shows an example of an n-well resistor. n-Well resistors have
much higher resistivity (on the order of 1000 {}/[1) and a high-voltage coefficient. In cases
where accuracy is not required, such as pull-up resistors, or protection resistors, this struc-
ture is very useful.

Polysilicon makes an excellent choice for use as a resistor because it is least affect-
ed by voltage coefficient and parasitic capacitance. Polysilicon also offers very good
matching performance. A polysilicon resistor is shown in Fig. 2.4-6(a) where a silicide
block was not implemented. Resistance for a polysilicide resistor is on the order of of
5-15 /. Nonsilicided polysilicon resistors have a sheet resistance in the range of
30-200 /] depending on doping levels. As noted earlier, an additional mask is gener-
ally required to allow for selective doping of the polysilicon resistor to achieve a useful
resistivity.

Other types of resistors are possible if the process is altered. The three categories above
represent those most commonly applied with standard MOS technology. Table 2.4-1 summa-
rizes the characteristics of the passive components presented.
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Figure 2.4-5 Resistors: (a) diffusion, (b) n-well.
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Figure 2.4-6 Polysilicon resistors: (a) without silicide block, (b) with silicide block.
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Other Considerations of CMOS Technology

In the previous two sections, the active and passive components of the basic CMOS process have
been introduced. In this section we wish to consider some other components that are also avail-
able in the basic CMOS process but that are not used as extensively. We will further consider
some of the limitations of CMOS technology, including latch-up, temperature, and noise. This
information will become useful later, when the performance of CMOS circuits is characterized.
So far we have seen that it is possible to make resistors, capacitors, and pn diodes that
are compatible with the basic twin-well CMOS fabrication process illustrated in Fig. 2.3-1. It
is also possible to implement a bipolar junction transistor (BJT) that is compatible with this
process, even though the collector terminal is constrained to ground (for an n-well process).
Figure 2.5-1 shows how the BJT is implemented for an n-well process. The emitter is the
source/drain diffusion, the base is the n-well (with a base width of wp), and the p~ substrate
is the collector. Because the pn junction between the n-well and the p substrate must be
reverse biased, the collector must always be connected to the most negative power-supply
voltage (typically ground). The BJT will still find many useful applications even though the
collector is constrained to ground. The BJT illustrated in Fig. 2.5-1 is often referred to as a
substrate BJT. The substrate BJT functions like the BJT fabricated in a process designed for
BITs. The only difference is that the collector terminal is constrained and the base width is
not well controlled, resulting in a wide variation of (and typically not very high) current gains.
Figure 2.5-2 shows the minority-carrier concentrations in the BJT. Normally, the
base—emitter (BE) pn junction is forward biased and the collector—base (CB) pn junction is
reverse biased. The forward-biased BE junction causes free holes to be injected into the base
region. If the base width wpg is small, most of these holes reach the CB junction and are swept
into the collector by the reverse-bias voltage. If the minority-carrier concentrations are much
less than the majority-carrier concentrations, then the collector current can be found by solving
for the current in the base region. In terms of current densities, the collector current density is

dpux) _ o 20

JC = ~J, loase = —qD, I " (2.5-1)
From Eq. (2.2-16) we can write
_ VEB
pn(o) = Pno eXp <V) (25'2)
t

Combining Egs. (2.5-1) and (2.5-2) and multiplying by the area of the BE junction A gives
the collector current as

. qAD P n0 v \%
ic=AJc= TZ exp (5?) = I, exp (5?) (2.5-3)

where I, is defined as

AD,p,,
j, = L0P0 (2.5-4)

Wpg

As the holes travel through the base, a small fraction will recombine with electrons, which
are the majority carriers in the base. As this occurs, an equal number of electrons must enter
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Figure 2.5-2 Minority-carrier concentrations for a bipolar junction transistor.

the base from the external base circuit in order to maintain electrical neutrality in the base
region. Also, there will be injection of the electrons from the base to the emitter due to the for-
ward-biased BE junction. This injection is much smaller than the hole injection from the emit-
ter because the emitter is more heavily doped than the base. The injection of electrons into the
emitter and the recombination of electrons with holes in the base both constitute the external
base current iy that flows out of the base. The ratio of collector current to base current, i/ig,
is defined as 3 or the common-emitter current gain. Thus, the base current is expressed as

. ic I (VEB>
ig=—_—=—€exp|\|— (2.5-5)
b BF BF P Vt

The emitter current can be found from the base current and the collector current because the
sum of all three currents must equal zero. Although B has been assumed constant it varies
with ic, having a maximum for moderate currents and falling off from this value for large or
small currents.

In addition to the substrate BJT, it is also possible to have a lateral BJT. Figure 2.3-1 can
be used to show how the lateral BJT can be implemented. The emitter could be the n* source
of the n-channel device, the base the p~ substrate, and the collector the n-well. Although the
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base is constrained to the substrate potential of the chip, the emitter and collector can have
arbitrary voltages. Unfortunately, the lateral BJT is not very useful because of the large base
width. In fact, the lateral BJT is considered more as a parasitic transistor. However, this lat-
eral BJT becomes important in understanding the problem of latch-up of CMOS circuits [29].

Device dimensions in submicron technologies are so small that they are sensitive to rel-
atively small amounts of excess voltage or current. The amount of current or voltage causing
damage can vary based on many factors. Whenever damage has occurred due to excess cur-
rent or voltage, it is said that the circuit has experienced electrical overstress (EOS) or an
EOS event. The first type of EOS event to be discussed is latch-up.

Latch-up in integrated circuits may be defined as a high-current state accompanied by a
collapsing of the voltage supplying the circuit. Latch-up can cause irreversible electrical
damage. Upon application of a radiation transient or certain electrical excitations, the
latched or high-current state can be triggered. Latch-up in CMOS circuits is almost exclu-
sively due to the triggering of a PNPN structure resembling a silicon-controlled rectifier
(SCR). Such structures are native to the CMOS process and thus must be understood so that
techniques can be applied to minimize the possibility of triggering with the accompanying
damage that results.

Figure 2.5-3(a) shows a cross section of Fig. 2.3-1 and how the PNPN SCR is formed.
The schematic equivalent of Fig. 2.5-3(a) is given in Fig. 2.5-3(b). Here the SCR action is

p-substrate Rp-

(b)

Figure 2.5-3 (a) Parasitic lateral NPN and vertical PNP bipolar transistor in CMOS integrated
circuits. (b) Equivalent circuit of the SCR formed from the parasitic bipolar transistors.
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Figure 2.5-4 Preventing latch-up using guard bars in an n-well technology.

clearly illustrated. The resistor Ry is the n-well resistance from the base of the vertical PNP
(Q2) to Vpp. The resistor Rp  is the substrate resistance from the base of the lateral NPN (Q2)
to ground.

Regeneration occurs when three conditions are satisfied. The first condition is that the
loop gain must exceed unity. This condition is stated as

BnenBene = 1 (2.5-6)

where Bypy and Bpyp are the common-emitter, current-gain ratios of Q2 and Q1, respectively.
The second condition occurs when both of the base—emitter junctions become forward biased.
The third condition is enabled when the circuits connected to the emitter are capable of sink-
ing and sourcing a current greater than the holding current of the PNPN device.

To prevent latch-up, several standard techniques should be applied by the designer.
One is to keep the source/drain of the n-channel device as far away from the n-well as pos-
sible. This reduces the value of Bypy and helps to prevent latch-up. Unfortunately, this is
very costly in terms of area. A second approach is to reduce the values of Ry and Rp .
Smaller resistor values are helpful because more current must flow through them in order
to forward bias the base—emitter regions of Q1 and Q2. These resistances can be reduced
by surrounding the p-channel devices with an n™ guard ring connected to V,, and by sur-
rounding n-channel transistors with p* guard rings tied to ground as shown in Fig. 2.5-4.

Latch-up can also be prevented by keeping the potential of the source/drain of the p-
channel device [A in Fig. 2.5-3(b)] from being higher than V,, or the potential of the
source/drain of the n-channel device [B in Fig. 2.5-3(b)] from going below ground. By care-
ful design and layout, latch-up can be avoided in most cases. In the design of various circuits,
particularly those that have high currents, one must use care to avoid circuit conditions that
will initiate latch-up.

Another type of EOS event that must be considered is an electrostatic discharge (ESD).
An ESD event occurs when a very high voltage (several thousand volts) appears across the
pins of an integrated circuit. This can occur when a circuit is handled by a person who has
built up a large static charge as a result of, for example, walking across a carpeted floor. When
the person touches the circuit and a discharge path exists through the circuit, circuit compo-
nents can be damaged. Thin gate oxides of input transistors are particularly vulnerable.
Protection of the gates of these transistors, which are externally accessible, is the goal of an
ESD protection methodology/circuit. The simplest structure to prevent accidental destruction
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of the gate oxide is a resistor and two reverse-biased pn junction diodes forming an input pro-
tection circuit. One of the diodes is connected with the cathode to the highest circuit poten-
tial (Vpp) and the anode side to the gate to be protected. The other diode is connected with
the cathode to the gate to be protected and the anode to the lowest circuit potential (ground).
This is illustrated in Fig. 2.5-5. For an n-well process, the first diode is usually made by a p*
diffusion into the n-well. The second diode is made by an n™ diffusion into the substrate. The
resistor is connected between the external contact and the junction between the diodes and the
gate to be protected. If a large voltage is applied to the input, one of the diodes will break
down depending on the polarity of the voltage. If the resistor is large enough, it will limit the
breakdown current so that the diode is not destroyed. This circuit should be used whenever
the gates of a transistor (or transistors) are taken to external circuits.

The topic of ESD protection is considerably broader than the previous paragraph might
imply. More complex protection circuits as well as consideration for total integrated circuit
topology and interconnect must generally be taken into account to achieve optimal protection.
When a designer arrives at the pins of an integrated circuit, he should consult the design
guidelines for the process being used (generally provided by the fabrication vendor/compa-
ny). Quite often, I/O cells are carefully engineered and are available to the designer as stan-
dard cells. In this way, the complexities of ESD protection need not be understood (only
appreciated) by the designer, in general.

The temperature dependence of MOS components is an important performance charac-
teristic in analog circuit design. The temperature behavior of passive components is usually
expressed in terms of a fractional temperature coefficient, TCr, defined as

TCr = L dx 2.5-7)
"X dr '
Voo
p™ —n-well diodei
< ‘/\/\/\ Bonding
To internal gates p* resistor Pad
n* — substrate diode
(2)
n* diffusion p* diffusion
STI 7
C n-well \'J?
p+

(b)

Figure 2.5-5 Electrostatic discharge protection circuitry. (a) Electrical equivalent circuit.
(b) Implementation in CMOS technology.
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where X can be the resistance or capacitance of the passive component. Generally, the frac-
tional temperature coefficient is multiplied by 10° and expressed in units of parts per million
per °C, or ppm/°C. The fractional temperature coefficient of various CMOS passive compo-
nents has been given in Table 2.4-1.

The temperature dependence of the MOS device can be found from the expression for
drain current given in Eq. (2.3-27). The primary temperature-dependent parameters are the
mobility p and the threshold voltage V. The temperature dependence of the carrier mobility
M is given as [28]

w=K,T " (2.5-8)

The temperature dependence of the threshold voltage can be approximated by the following
expression [29]:

Vi (T) = Vr (To) — a(T — Tp) (2.5-9)

where « is approximately 2.3 mV/°C. This expression is valid over the range of 200—400 K,
with a depending on the substrate doping level and the dosages of the implants used during
fabrication. These expressions for the temperature dependence of mobility and threshold volt-
age will be used later to determine the temperature performance of MOS circuits and are valid
only for limited ranges of temperature variation about room temperature. Other modifications
are necessary for extreme temperature ranges.

The temperature dependence of the pn junction is also important in this study. For exam-
ple, the pn-junction diode can be used to create a reference voltage whose temperature sta-
bility will depend on the temperature characteristics of the pn-junction diode. We shall
consider the reverse-biased pn-junction diode first. Equation (2.2-24) shows that when vj, < 0,
the diode current is given as

VG()

DppnO 4 Dnn])0:| - qAD n,z

= —L = KT ex
T 2 o

) T N ) (2.5-10)

_iDEIs = qA|:

t

where it has been assumed that one of the terms in the brackets is dominant and that L and
N correspond to the diffusion length and impurity concentration of the dominant term. Also,
T is the absolute temperature in kelvin and Vi is the bandgap voltage of silicon at 300 K
(1.205 V). Differentiating Eq. (2.5-10) with respect to T results in

dl, 3KT? -V, KTV, -V, 3, IV,
als _ p( G0> n q 2Go exp( GO) e N A 2.5-11)
ar T V; KT Vi TV,
The TCk for the reverse diode current can be expressed as
1dly 3 1V,
e (2.5-12)
IdT T TV,

The reverse diode current is seen to double approximately every 5 °C increase as illustrated
in the following example.
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Calculation of the Reverse Diode Current Temperature Dependence and TCg

Assume that the temperature is 300 K (room temperature) and calculate the reverse diode cur-
rent change and the TCy- for a 5 K increase.
The TCr can be calculated from Eq. (2.5-12) as

TCr=0.01 + 0.155 = 0.165

Since the TC is change per degree, the reverse current will increase by a factor of 1.165 for
every kelvin (or °C) change in temperature. Multiplying by 1.165 five times gives an increase
of approximately 2. This implies that the reverse saturation current will approximately dou-
ble for every 5 °C temperature increase. Experimentally, the reverse current doubles for every
8 °C increase in temperature because the reverse current is in part leakage current.

The forward-biased pn-junction diode current is given by

. Vb
ip = I exp v, (2.5-13)
t

Differentiating this expression with respect to temperature and assuming that the diode volt-
age is a constant (vp = vp) gives

dip ip dl, 1 V)
Yp _ % _ - b, 2.5-14
ar I, ar T Vv,” (2.5-14)

The fractional temperature coefficient for i, results from Eq. (2.5-14) as

_l.dm:l.dls_vu:n(vco VD) (25-15)
ip dT I, dT 1TV, T TV,

If vp is assumed to be 0.6 volts, then the fractional temperature coefficient is equal to
0.01 + (0.155 — 0.077) = 0.0879. It can be seen that the forward diode current will double
for approximately a 10 °C increase in temperature.

The above analysis for the forward-biased pn-junction diode assumed that the diode volt-
age vp was held constant. If the forward current is held constant (i, = Ip), then the fraction-
al temperature coefficient of the forward diode voltage can be found. From Eq. (2.5-13) we
can solve for v, to get

I
vp =V, In (;’) (2.5-16)

s

Differentiating Eq. (2.5-16) with respect to temperature gives

dT T

1, dr)

d 1 di; 3V, V Voo — 3V,
dvp _Vvp t< > Vb ' Go _ _( GOT VD) _ 7: (2.5-17)

Assuming that v, = vp = 0.6 V, the temperature dependence of the forward diode voltage at
room temperature is approximately —2.3 mV/°C.
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Another limitation of CMOS components is noise. Noise is a phenomenon caused by
small fluctuations of the analog signal within the components themselves. Noise results from
the fact that electrical charge is not continuous but the result of quantized behavior and is
associated with the fundamental processes in a semiconductor component. In essence, noise
acts like a random variable and is often treated as one. Our objective is to introduce the basic
concepts concerning noise in CMOS components. More detail can be found in several excel-
lent references [23,30].

Several sources of noise are important in CMOS components. Shot noise is associated
with the dc current flow across a pn junction. It typically has the form of

2 =2qlp Af (amperes®) (2.5-18)

where i,zl is the mean-square value of the noise current, g is the charge of an electron, I, is the
average dc current of the pn junction, and Af is the bandwidth in Hertz. Noise-current spec-
tral density can be found by dividing i2 by Af. The noise-current spectral density is denoted
as i2/Af.

Another source of noise, called thermal noise, is due to random thermal motion of the
electron and is independent of the dc current flowing in the component. It generally has the
form of

e> = 4kTR Af (2.5-19)

where k is Boltzmann’s constant and R is the resistor or equivalent resistor in which the ther-
mal noise is occurring.

An important source of noise for MOS components is the flicker noise or the 1/f noise.
This noise is associated with carrier traps in semiconductors, which capture and release carri-
ers in a random manner. The time constants associated with this process give rise to a noise
signal with energy concentrated at low frequency. The typical form of the 1/f noise is given as

2= Kf( ;b> Af (2.5-20)

where K is a constant, a is a constant (0.5-2), and b is a constant (=1). The current-noise
spectral density for typical 1/f noise is shown in Fig. 2.5-6. Other sources of noise exist, such
as burst noise and avalanche noise, but are not important in CMOS components and are not
discussed here.

Noise power Figure 2.5-6 1/f noise spectrum.
spectral density

Lf

log(f)
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Summary

This chapter has introduced CMOS technology from the viewpoint of its use to implement
analog circuits. The basic semiconductor fabrication processes were described in order to
understand the fundamental elements of this technology. The basic fabrication steps include
diffusion, implantation, deposition, etching, and oxide growth. These steps are implemented
by the use of photolithographic methods, which limit the processing steps to certain physical
areas of the silicon wafer. The basic processing steps needed to implement a typical twin-
well, STI, silicon-gate CMOS process were described next.

The pn junction was reviewed following the introduction to CMOS technology because
it plays an important role in all semiconductor devices. This review examined a step pn junc-
tion and developed the physical dimensions, the depletion capacitance, and the voltage—cur-
rent characteristics of the pn junction. Next, the MOS transistor was introduced and
characterized with respect to its behavior. It was shown how the channel between the source
and drain is formed and the influence of the gate voltage on this channel was discussed. The
MOS transistor is physically a very simple component.

A discussion of the passive components available in CMOS technology followed. These
components include only resistors and capacitors. The various ways to implement these along
with their merits were discussed.

The next section presented further considerations of CMOS technology. These included
the substrate and lateral BJTs compatible with the CMOS process; electrical overstress and
means for protecting against it; the temperature dependence of CMOS components; and the
noise sources in these components.

Support material for this chapter covers the topic of device layout and is presented in

Appendix B.

Problems (refer to Appendix B for problems on layout)

2.1-1.  List the five basic MOS fabrication pro- 2.1-5.  Given the process flow described in Section
cessing steps and give the purpose or func- 2.1, would it be possible to create a struc-
tion of each step. ture with polysilicon on top of a heavily

2.1-2.  What is the difference between positive doped diffusion separated by a thin oxide?
and negative photoresist and how is pho- Why or why not? Explain.
toresist used? 2.2-1 Repeat Example 2.2-1 if the applied volt-

2.1-3.  Consider a mask that is opaque everywhere ageis —2V.
except for a transparent circle in the center. 2.2-2.  Develop Eq. (2.2-9) using Egs. (2.2-1),
Metal is deposited on a substrate followed (2.2-7), and (2.2-8) of the same section.
by an application of negative photoresist 2.2-3. Redevelop Egs. (2.2-7) and (2.2-8) if the
which is patterned with the mask described. impurity concentration of a pn junction is
After exposure, developing, and subse- given by Fig. 2.2-2 rather than the step
quent etching, what will remain? junction of Fig. 2.2-1(b).

2.1-4 [lustrate the impact on source and drain 2.2-4.  Plot the normalized reverse current, ips/ig,
diffusions of a 7° angle off-perpendicular versus the reverse voltage vy of a silicon pn
ion implant. Assume that the thickness of diode that has BV = 12V and n = 6.
polysilicon is 8000 A and that outdiffusion 2.2-5. What is the breakdown voltage of a pn

from point of ion impact is 0.07 pm.

junction with Ny = Np = 10"%/cm??
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2.2-6.

2.3-1.

2.3-2.

2.3-3.

2.3-4.

2.3-5.

2.3-6.

2.4-1.

2.4-2.

What change in v, of a silicon pn diode will
cause an increase of 10 (an order of magni-
tude) in the forward diode current?
Explain in your own words why the magni-
tude of the threshold voltage in Eq. (2.3-19)
increases as the magnitude of the source-
bulk voltage increases. (The source-bulk pn
diode remains reverse biased.)

If Vgg = 2V, find the value of V; for the n-
channel transistor of Example 2.3-1.
Rederive Eq. (2.3-27) given that V; is not
constant in Eq. (2.3-22) but rather varies
linearly with v(y) according to the follow-
ing equation:

VT = Vm + o V(y)

If the mobility of an electron is 500 cm?/
(V - s) and the mobility of a hole is 200 cm?/
(V -s), compare the performance of an
n-channel with a p-channel transistor. In
particular, consider the value of the
transconductance parameter and speed of
the MOS transistor.

Using Example 2.3-1 as a starting point,
calculate the difference in threshold voltage
between two devices whose gate oxide is
different by 5% (i.e., t,, = 210 A).

Repeat Example 2.3-1 using N, = 7 X 10'°
cm°, gate doping, Np, = 1 X 10" cm ™2,
If a capacitor is needed to shunt high-fre-
quency signals from an internal signal node
to ground, which of the two capacitors
illustrated in Fig. 2.4-1 would be best suit-
ed and why? Assume that both capacitors
have the same capacitance per unit area.

A simple first-order filter shown in Fig.
P2.4-2 is to be built with a polysilicon resis-
tor and an MOS capacitor. The polysilicon
resistor has a sheet resistance of 50 {}/sq. =
30% and is 5 um wide. The MOS capacitor
is 2 fF/um”> + 10%. The —3 dB frequency
of the low-pass filter is 1 MHz. (a) Choose
the size of the resistor (the number of
squares, N) to minimize the total area of the
filter including both the resistor and the
capacitor. Find the area of the resistor and
the capacitor in pum? and their values. (b)

Using the worst-case tolerance of the resis-
tor and capacitor, find the maximum and
minimum —3 dB frequencies.

R
oA o
Vin C == ‘Vouw
o o

Figure P2.4-2

2.4-3.  List two sources of error that can make the
actual capacitor, fabricated using a CMOS
process, differ from its designed value.

2.4-4.  The capacitor shown in Fig. 2.4-1(a) has, in
addition to the desired capacitance between
the top and bottom plates, a capacitance
between Metal 4 and Metal 5. Illustrate
(sketch) a way to make such a capacitor,
minimizing this additional capacitance due
to M5-M4. For this problem, draw a square
capacitor and use relative dimensions.

2.4-5.  Consider the circuit in Fig. P2.4-5. Resistor
R, is an n-well resistor with a nominal value
of 10 k() when the voltage at both terminals
is 2.5 V. The input voltage, v;,, is 2.5 V. Under
these conditions, the value of R, is given as

Vin + Vour
R =R, 1 +K 72

where R, is 10K and the coefficient K is
the voltage coefficient of an n-well resistor
and has a value of 20K ppm/V. Resistor R,
is an ideal resistor with a value of 10 k().
Calculate the value for v,,,.

Rl
AW o
Vin R, Yout
O O

Figure P2.4-5

2.4-6.  Repeat Problem 2.4-5 using a n* diffused
resistor for R,. Assume that a n* resistor’s
voltage coefficient is 200 ppm/V.



2.4-7.  Consider Problem 2.4-6 again but assume
that the n-well in which R, lies is not con-
nected to a 5 volt supply, but rather is con-
nected as shown in Fig. P2.4-7. What effect

does the n-well have on the voltage depend-
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Problems
2.4-8.  Given the polysilicon resistor in Fig. P2.4-8
with a resistivity of p = 4 X 107 Q-cm,
calculate the resistance of the structure.
Consider only the resistance defined by the
silicide block.

ency of the diffused resistor?

Vin R, Yout
Rn-well
fo} O
b o
n" diffusion Metal 1 p* diffusion n™ diffusion
Silicide
STI STI
. / n-well \ T =
p+
Figure P2.4-7
- Silicide block
1 um Polysilicon
[ |
Cut
J B RN
I J
Top view T Contact Metal 1
3 um
Metal 1
Polysilicon e
Polysilicide
ﬂ??\ =
FOX )—
Side view _

Polysilicon resistor

Figure P2.4-8
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2.5-1.  Assume v, = 0.7 V and find the fractional
temperature coefficient of /; and v,

25-2.  Plot the noise voltage as a function of A-3.

the frequency if the thermal noise is
100 nV/VHz and the junction of the 1/f
and thermal noise (the 1/f noise corner) is

10,000 Hz. A-4.

Refer to Appendix B for the following problems.
A-1. Given that you wish to match two transis-

tors having a W/L of 40 pm/0.3 pwm each, A-5.

sketch the layout of these two transistors to
achieve the best possible matching.
A-2. Assume that the edge variation of the top

plate of a capacitor is 0.05 wm and that A-6.

capacitor top plates are to be laid out as
squares. It is desired to match two equal
capacitors to an accuracy of 0.1%. Assume
that there is no variation in oxide thickness.

How large would the capacitors have to be
to achieve this matching accuracy?

Show that a circular geometry minimizes
the perimeter-to-area ratio for a given area
requirement. In your proof, compare
against a rectangle and square.

Show analytically how the Yiannoulos-path
technique illustrated in Fig. A-5 maintains a
constant area-to-perimeter ratio with nonin-
teger ratios.

Design an optimal layout of a matched pair
of transistors whose W/L is 16 wm/0.5 pm.
The matching should be a photolithograph-
ic invariant as well as a common centroid.
Figure PA-6 illustrates various ways to
implement the layout of a resistor divider.
Choose the layout that BEST achieves the
goal of a 2:1 ratio. Explain why the other
choices are not optimal.

2R

>

* ®

Figure PA-6
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CHAPTER 3

CMOQOS Device
Modeling

A €

model describing the behavior of all the components available for use in the design. A model

can take the form of mathematical equations, circuit representations, or tables. Most of the
modeling used in this text will focus on the active and passive devices discussed in the previous
chapter as opposed to higher-level modeling such as macromodeling or behavioral modeling.

It should be stressed at the outset that a model is just that and no more—it is not the real
thing! In an ideal world, we would have a model that accurately describes the behavior of a
device under all possible conditions. Realistically, we are happy to have a model that predicts
simulated performance to within a few percent of measured performance. There is no clear
agreement as to which model comes closest to meeting this “ideal” model [1]. This lack of
agreement is illustrated by the fact that, at this writing, HSPICE [2] offers the user 43 differ-
ent MOS transistor models from which to choose!

This text will concentrate on only three of these models. The simplest model, which is
appropriate for hand calculations, was described in Section 2.3 and will be further developed
here to include capacitance, noise, and ohmic resistance. In SPICE terminology, this simple
model is called the LEVEL 1 model. Next, a small-signal model is derived from the LEVEL 1
large-signal model and is presented in Section 3.3.

A far more complex model, the SPICE LEVEL 3 model, is presented in Section 3.4. This
model includes many effects that are more evident in modern short-channel technologies as
well as subthreshold conduction. It is adequate for device geometries down to about 0.8 pm.
Finally, the BSIM3v3 [3] model is presented. This model is the closest to becoming a stan-
dard for computer simulation.

B efore one can design a circuit to be integrated in CMOS technology, one must first have a

Notation

SPICE was originally implemented in FORTRAN where all input was required to be uppercase
ASCII characters. Lowercase, Greek, and super-subscripting were not allowed. Modern SPICE
implementations generally accept (but do not distinguish between) uppercase and lowercase
but the tradition of using uppercase ASCII still lives on. This is particularly evident in the
device model parameters. Since Greek characters are not available, these were simply spelled
out, for example, y entered as GAMMA. Superscripts and subscripts were simply not used.

67
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It is inconvenient to adopt the SPICE naming convention throughout the book because
equations would appear unruly and would not be familiar to what is commonly seen in the
literature. On the other hand, it is necessary to provide the correct notation where application
to SPICE is intended. To address this dilemma, we have decided to use SPICE uppercase
(nonitalic) notation for all model parameters except those applied to the simple model (SPICE
LEVEL 1).

Simple MOS Large-Signal Model (SPICE LEVEL 1)

i& 3.1

All large-signal models will be developed for the n-channel MOS device with the positive
polarities of voltages and currents shown in Fig. 3.1-1(a). The same models can be used for
the p-channel MOS device if all voltages and currents are multiplied by —1 and the absolute
value of the p-channel threshold is used. This is equivalent to using the voltages and currents
defined by Fig. 3.1-1(b), which are all positive quantities. As mentioned in Chapter 1, lower-
case variables with capital subscripts will be used for the variables of large-signal models and
lowercase variables with lowercase subscripts will be used for the variables of small-signal
models. When the voltage or current is a model parameter, such as threshold voltage, it will
be designated by an uppercase variable and an uppercase subscript.

When the length and width of the MOS device is greater than about 10 pm, the substrate
doping is low, and when a simple model is desired, the model suggested by Sah [4] and used
in SPICE by Shichman and Hodges [5] is very appropriate. This model was developed in
Eq. (2.3-27) and is given below.

Cc..W
i = ”“‘[(vcs — vy - (vz’”ﬂvm 3.1-1)

The terminal voltages and currents have been defined in the previous chapter. The various
parameters of Eq. (3.1-1) are defined as

uo = surface mobility of the channel for the n-channel
or p-channel device (sz/ V-s)

X

Cox = tL = capacitance per unit area of the gate oxide (F/cm?)

(.4

W = effective channel width

L = effective channel length

D Figure 3.1-1 Positive sign convention

) for (a) n-channel and (b) p-channel
'p 1 MOS transistor.
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The threshold voltage V; is given by Eq. (2.3-19) for an n-channel transistor:

VT = VTO + 7(\/2|¢F + Vs — \/2|¢F|> (31—2)
\Z 2q851N5U132|¢F|
Vio = Vr(vsg = 0) = Vg + 2‘¢F| + C (3.1-3)
V2eggN:
~ = bulk threshold parameter (V%) = w (3.1-4)

. . . kT ([ Nsus
¢ = strong inversion surface potential (V) = ; In T 3.1-5)

i

Vi = flatband voltage (V) = ¢y5 — g‘“ (3.1-6)
bys = dp(substrate) — ¢dr(gate) [see Eq. (2.3-17)] 3.1-7)
kT Nsus .
¢r(substrate) = —; In A [n-channel with p-substrate] (3.1-8)
kT N,
dr(gate) = —; In (GATE> [n-channel with n" polysilicon gate] 3.1-9)
Q,, = oxide-charge = gN; (3.1-10)

k = Boltzmann’s constant
T = temperature (K)
n; = intrinsic carrier concentration
Table 3.1-1 gives some of the pertinent constants for silicon.
A unique aspect of the MOS device is its dependence on the voltage from the source to
bulk as shown by Eq. (3.1-2). This dependence means that the MOS device must be treated

as a four-terminal element. It will be shown later how this behavior can influence both the
large- and small-signal performance of MOS circuits.

Table 3.1-1 Constants for Silicon

Constant Symbol Constant Description Value Units
Vo Silicon bandgap (27 °C) 1.205 v
k Boltzmann’s constant 1.381 X 1072 J/K
n; Intrinsic carrier concentration (27 °C) 1.45 % 10" cm?
g Permittivity of free space 8.854 X 107 F/cm
&si Permittivity of silicon 11.7 g F/cm

Eox Permittivity of SiO, 3.9 g F/cm
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Table 3.1-2 Model Parameters for a Typical CMOS Bulk Process Suitable for Hand

Calculations Using the Simple Model with Values Based on a 0.8 pm Silicon-Gate Bulk

CMOS n-Well Process

Typical Parameter Value

Parameter
Symbol Parameter Description n-Channel p-Channel Units

Vo Threshold voltage (Vzg = 0) 0.7 = 0.15 —=0.7 £ 0.15 \%

K' Transconductance parameter 110.0 = 10% 50.0 = 10% RA/V?
(in saturation)

% Bulk threshold parameter 04 0.57 v'2

A Channel length modulation 0.04 (L =1 pm) 0.05 (L =1 pm) v!
parameter 0.01 (L = 2 pm) 0.01 (L = 2 pm)

2o Surface potential at strong 0.7 0.8 \%

inversion

In the realm of circuit design, it is more desirable to express the model equations in terms
of electrical rather than physical parameters. For this reason, the drain current is often
expressed as

. Vbs

Ip = B[(VGS -V - 2:|VD5 (3.1-11)
or

. W v

ip = KL|:(VGS -V, - ;’S]VDS (3.1-12)

where the transconductance parameter 3 is given in terms of physical parameters as

w w
B=K —=pCo— (AIV)

3.1-13
3 3 ( )

When devices are characterized in the nonsaturation region with low gate and drain voltages,
the value for K’ is approximately equal to pyC,, in the simple model. This is not the case
when devices are characterized with larger voltages introducing effects such as mobility
degradation. For these latter cases, K’ is usually smaller. Typical values for the model param-
eters of Eq. (3.1-12) are given in Table 3.1-2.

There are various regions of operation of the MOS transistor based on the model of
Eq. (3.1-1). These regions of operation depend on the value of vgg — Vi If vgg — V7 is zero
or negative, then the MOS device is in the cutoff* region and Eq. (3.1-1) becomes
vgs — Vr =0 (3.1-14)

iD:O,

In this region, the channel acts like an open circuit.

*We will learn later that MOS transistors can operate in the subthreshold region where the gate—source
voltage is less than the threshold voltage.
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-V, Figure 3.1-2 Graphical illustration of the
modified Sah equation.

//"‘\\ GS \\ \ \

A plot of Eq. (3.1-1) with A = 0 as a function of vy is shown in Fig. 3.1-2 for various
values of vgg — V7. At the maximum of these curves the MOS transistor is said to saturate.
The value of vpg at which this occurs is called the saturation voltage and is given as

VDs(Sat) = Vgs — VT (31—15)

Thus, vp(sat) defines the boundary between the remaining two regions of operation. If vy is less
than vpg(sat), then the MOS transistor is in the nonsaturated region and Eq. (3.1-1) becomes

. 4 v
ip = K' | s = Vi) = %S v, 0<vps = (vgs— V) (3.1-16)

In Fig. 3.1-2, the nonsaturated region lies between the vertical axis (vpg = 0) and the vpg =
vgs — Vrcurve.

The third region occurs when v is greater than vpg(sat) or vgs — Vy. At this point the
current i, becomes independent of vpg. Therefore, vpg in Eq. (3.1-1) is replaced by vpg(sat)
of Eq. (3.1-15) to get

in = K' 5 as = Vi 0< (vas = Vi) = g (3.1-17)
Equation (3.1-17) indicates that drain current remains constant once vpyg is greater than vgg
— V7. In reality, this is not true. As drain voltage increases, the channel length is reduced,
resulting in increased current. This phenomenon is called channel length modulation and
is accounted for in the saturation model with the addition of the factor (1 + Avpg), where vpg
is the actual drain—source voltage and not vpg(sat). The saturation region model modified to
include channel length modulation is given in Eq. (3.1-18):

w
ip = K' 5 (gs = V(1L + Mp), 0<(vs = Vp) = wps (B.1-18)
Up to this point in time, it has been convention to refer to the various regions of the MOS
transistor as cutoff when (vgg — V) = 0; as active, ohmic, triode, or nonsaturation when
0 =< vpg = (vgs — Vy); and as saturation when (vgg — Vy) = vps. While we will continue to
use this convention throughout this text, the reader needs to be aware that a different convention
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Figure 3.1-3 Output characteristics of the MOS device.

was introduced recently in the fourth edition of Gray, Hurst, Lewis, and Meyer [6] that defines
cutoff when (vgs — V) = 0, triode or ohmic when 0 = vpg < (vgs — Vp), and active when
(vgs — V) = vps. The important difference is that “active” has replaced “saturation” when
describing the region when (vgg — V7) = vpg. This new convention makes the names of the
regions of operation for an MOS transistor similar to the bipolar transistor.

The output characteristics of the MOS transistor can be developed from Egs. (3.1-14),
(3.1-16), and (3.1-18). Figure 3.1-3 shows these characteristics plotted on a normalized basis.
These curves have been normalized to the upper curve, where Vy is defined as the value of
vgs that causes a drain current of I, in the saturation region. The entire characteristic is
developed by extending the solid curves of Fig. 3.1-2 horizontally to the right from the max-
imum points. The solid curves of Fig. 3.1-3 correspond to A = 0. If A # 0, then the curves
are the dashed lines.

Another important characteristic of the MOS transistor can be obtained by plotting ij,
versus vgg using Eq. (3.1-18). Figure 3.1-4 shows this result. This characteristic of the MOS

Figure 3.1-4 Transconductance
characteristic of the MOS transistor as a
function of the source-bulk voltage, vgp.

VBsi VBs2 VBs3
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transistor is called the transconductance characteristic. We note that the transconductance
characteristic in the saturation region can be obtained from Fig. 3.1-3 by drawing a vertical
line to the right of the parabolic dashed line and plotting values of ij, versus vgs. Figure 3.1-4
is also useful for illustrating the effect of the source—bulk voltage, vsz. As the value of vgp
increases, the value of V; increases for the enhancement, n-channel devices (for a p-channel
device, |Vl increases as vgg increases). Vr also increases positively for the n-channel deple-
tion device, but since V;is negative, the value of V; approaches zero from the negative side. If
vsg 1s large enough, V; will actually become positive and the depletion device becomes an
enhancement device.

Since the MOS transistor is a bidirectional device, determining which physical node is the
drain and which the source may seem arbitrary. This is not really the case. For an n-channel
transistor, the source is always at the lower potential of the two nodes. For the p-channel tran-
sistor, the source is always at the higher potential. It is obvious that the drain and source
designations are not constrained to a given node of a transistor but can switch back and forth
depending on the terminal voltages applied to the transistor.

A circuit version of the large-signal model of the MOS transistor consists of a current
source connected between the drain and source terminals, that depends on the drain, source,
gate, and bulk terminal voltages defined by the simple model described in this section. This sim-
ple model has five electrical and process parameters that completely define it. These parame-
ters are K', V5, v, N\, and 2¢ . The subscript n or p will be used when the parameter refers to
an n-channel or p-channel device, respectively. They constitute the LEVEL 1 model parameters
of SPICE [7]. Typical values for these model parameters are given in Table 3.1-2.

The function of the large-signal model is to solve for the drain current given the terminal
voltages of the MOS device. An example will help to illustrate this as well as show how the
model is applied to the p-channel device.

Application of the Simple MOS Large-Signal Model

Assume that the transistors in Fig. 3.1-1 have a W/L ratio of 5 um/1 pm and that the large-
signal model parameters are those given in Table 3.1-2. If the drain, gate, source, and bulk
voltages of the n-channel transistor are 3V, 2V, 0V, and 0V, respectively, find the drain current.
Repeat for the p-channel transistor if the drain, gate, source, and bulk voltages are =3V,
—2V,0V, and 0V, respectively.

SOLUTION

We must first determine in which region the transistor is operating. Equation (3.1-15) gives
vps(sat)yas 2V — 0.7V = 1.3 V. Since vpg is 3 V, the n-channel transistor is in the saturation
region. Using Eq. (3.1-18) and the values from Table 3.1-2, we have

: KyW »
iD= (vgs = Van) (1 + Ay vps)
110 X 107%(5 pm) 5
= 2—=077(1 +0.04 X3)=520pA
2(1 pm)

Evaluation of Eq. (3.1-15) for the p-channel transistor is given as

vsp(sat) = v — [Vap] =2V — 0.7V = 13V
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Since vgp is 3 V, the p-channel transistor is also in the saturation region, and Eq. (3.1-17) is
applicable. The drain current of Fig. 3.1-1(b) can be found using the values from Table 3.1-2 as

. KW
Ip = 2PL (vsg — |VTP|)2 (1 + Npvsp)
50 X 107°(5 wm) 5
= 2 = 071 + 0.05X 3) = 243 pA
2(1 pm)

It is often useful to describe vy in terms of iy, in saturation as shown below:

vas = Vi + V2ipIB (3.1-19)

This expression illustrates that there are two components to vgg—an amount to invert the
channel plus an additional amount to support the desired drain current. This second compo-
nent is often referred to in the literature as V,y or overdrive. Thus, Vy can be defined as

Von = V2ipIB8 (3.1-20)

The term Vy should be recognized as the term for saturation voltage Vpg (sat). They can be
used interchangeably.

As the channel length of the technology decreases, the carriers in the channel will expe-
rience velocity saturation and the velocity is no longer proportional to the electric field [8].
An approximation for the carrier velocity is given as

(3.1-21)

where E, is the critical electrical field at which velocity saturation of the carrier occurs. Eq.
(2.3-25) can be expressed as

. av(y)
ip = WO (Y)pn dy WO, M, EQy) = WO ()va (3.1-22)
If we substitute Eq. (3.1-21) into Eq. (3.1-22) and replace the electric field E by dv/dy, we
obtain
. 1 dv
ip\ 1+ 72— dy = WO; (y)m,dv(y) (3.1-23)
c ay

which is the form of Eq. (2.3-25) that includes velocity saturation for electrons. Integrating the
distance and voltage along the channel from O to L and O to v as done in Section 2.4 gives

. I'LHC())C W
ip=—F———"—<—[2(vgs — V)Vps — Vs (3.1-24)
1 Vps L
201+ ——
E. L
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which is equivalent to Eq. (2.3-27) but incorporates the velocity saturation effect. It is con-
venient to define a constant 6 as

=L
A (3.1-25)

Using this definition, Eq. (3.1-24) can rewritten as

. I‘LHCOJC W
ip = 21 + Ovpe) L [2(vgs — VDvps — V] (3.1-26)

This expression is also equivalent to Eq. (3.1-1) but includes the influence of velocity saturation.

The next step, which follows the previous development in this section, is to solve for
vps(sat) as was done in Eq. (3.1-15). Unfortunately, this is not very straightforward because
of vps in the denominator of Eq. (3.1-26). An approximation for vpg(sat) is given as [6]

WGS“’T)+)
2

|60V — Vp) )

vps(sat) = (Vgs — VT)(I -

(3.1-27)

VDS(Sat)( >

The large-signal model for the saturation region that includes velocity saturation can be devel-
oped by assuming that 0.56 (vgs—Vy) < 1 so that Eq. (3.1-27) reduces to the definition of
vps(sat). With this assumption, Eq. (3.1-26) becomes

- Mncox K _ 2 - _ ( _ G(VGS - VT) )
Ip 201+ 00igs — V)] L [0Gs — VD)l vps = (Vos — Vp(1 B + (3.1-28)

which extends the large-signal model of Eq. (3.1-17) to include the effect of velocity satura-
tion. Figure 3.1-5 shows the influence of the 6 parameter on the transconductance character-
istics of an n-channel MOSFET with K’ = 110 wA/V? and W/L = 1. We see that the effect of
velocity saturation (when 6 # 0) causes the slope of the transconductance curve to decrease.
The transconductance characteristic moves from square law to linear as 6 increases from zero.

1000 I I R Y VA / ] Figure 3.1-5 Influence of velocity
L T\ / saturation on the transconductance
200 [ 6=0.2 / characteristics.
. [ 6=0.4 /
£ ooof .
I /)
= i 6=0.6
= 400 7
) L
L 6=0.8
200 L 6=1.0
oL / 1 1
0.5 1 1.5 2 2.5 3
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Example

D Figure 3.1-6 n-Channel MOSFET with a degeneration resistor
l ) Ry to model velocity saturation.

Ip

Model does

G +°ﬁ < not include

: s’ velocity
X ves' - saturation.

VGs RSX

A simple way of modeling velocity saturation is found by considering degeneration of
the MOSFET [6]. Degeneration is the insertion of a resistor in series with the source as
illustrated in Fig. 3.1-6. In terms of this figure, we can write

. K,W ' 2
Ip = Z(Vcs - Vp (3.1-29)
where
VGs = Vgs — ipRxs (3.1-30)

Solving for ij, by substituting Eq. (3.1-30) into Eq. (3.1-29) results in

) K’ W
ip = —(vgs — Vo) (3.1-31)

W L
211 + KZRSX(VGS - VT)

Comparing Eq. (3.1-31) with Eq. (3.1-28) gives the result that

oL 1
Ryy=——=—— (3.1-32)
KW EKW

Therefore, given the critical field, E,, one can calculate a value of Rgy that can be inserted in series
with the source of the MOSFET to model velocity saturation. Therefore, given E,, K', and W, we
can calculate a resistor to be placed in series with the source of the MOS transistor to model
velocity saturation using the MOS transistor model that does not include velocity saturation.

Application of the Simple MOS Large-Signal Model for Velocity Saturation

Assume that the transistor in Fig. 3.1-6 has a W/L ratio of 1 wm/0.18 pm and that the large-
signal model parameters are those given in Table 3.1-2. Assume also that this transistor expe-
riences velocity saturation where E,. is 1.5 X 10° V/m. Find the value of Rgy.

SOLUTION
The value of Rgx can be calculated as

1 1

= " = 6 - 76:6.061(0
E.K'W 15X 10°-110 X 10 1 X 10

RSX
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Other MOS Large-Signal Model Parameters

The large-signal model also includes several other characteristics such as the source/drain
bulk junctions, source/drain ohmic resistances, various capacitors, noise, and temperature
dependence. The complete version of the large-signal model is given in Fig. 3.2-1.

The diodes of Fig. 3.2-1 represent the pn junctions between the source and substrate and
the drain and substrate. For proper transistor operation, these diodes must always be reverse
biased. Their purpose in the dc model is primarily to model leakage currents. These currents
are expressed as

inp = I{exp(CIZ;D) —1 } (3.2-1
and
ips = [Y{exp(q]:};s> - 1} (3.2-2)

where [ is the reverse saturation current of a pn junction, g is the charge of an electron, k is
Boltzmann’s constant, and 7 is temperature in kelvin units.
The resistors rp and rg represent the ohmic resistance of the drain and source, respectively.
Typically, these resistors may be 50—100 2* and can often be ignored at low drain currents.
The capacitors of Fig. 3.2-1 can be separated into three types. The first type includes
capacitors Cgp and Cgg, which are associated with the backbiased depletion region between

D Figure 3.2-1 Complete large-signal model for the
MOS transistor.

c Cop
GD 1{
| L
€ I\
VD
o e e
VBs
Cos "_
BS
I{ I
i Cps
| \
Cop %
Ts

*For silicide process, these resistances will be much less—on the order of 5-10 ().
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the drain and substrate and the source and substrate. The second type includes capacitors Cgp,
Cgs, and Cgp, which are all common to the gate and are dependent on the operating condi-
tion of the transistor. The third type includes parasitic capacitors, which are independent of
the operating conditions.

The depletion capacitors are a function of the voltage across the pn junction. The expres-
sion of this junction-depletion capacitance is divided into two regions to account for the high
injection effects. The first is given as

VBx

Cpx = (CD) (AX){1 ~ PB

—MJ
} . gy = (FC)(PB) (3.2-3)

where

X = D for Cgp or X = S for Cgg
AX = area of the source (X = S) or drain (X = D)

CJ = zero-bias (vgx = 0) junction capacitance (per unit area)

[geg;N.
CJ = qEsilVsuB
2PB

PB = bulk junction potential [same as ¢, given in Eq. (2.2-6)]
FC = forward-bias nonideal junction-capacitance coefficient (=0.5)

MJ = bulk junction grading coefficient (3 for step junctions and % for
graded junctions)

The second region is given as

CI)(AX
Cpp = DA 1 +MJ)FC+MJ% ,

(1 — FC)!™™ vgx > (FC)(PB)  (3.2-4)

Figure 3.2-2 illustrates how the junction-depletion capacitances of Egs. (3.2-3) and (3.2-4) are
combined to model the large-signal capacitances Cgp and Cpgg. It is seen that Eq. (3.2-4) pre-
vents Cpy from approaching infinity as vgy approaches PB.

A closer examination of the depletion capacitors in Fig. 3.2-3 shows that this capaci-
tor is like a tub. It has a bottom with an area equal to the area of the drain or source.
However, there are the sides that are also part of the depletion region. This area is called
the sidewall. AX in Egs. (3.2-3) and (3.2-4) should include both the bottom and sidewall
assuming the zero-bias capacitances of the two regions are similar. To more closely model
the depletion capacitance, it is separated into the bottom and sidewall components, given
as follows:

CHAX) | (CISW)PX)

G -G

Cpx = vgx = (FOPB)  (3.2-5)
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Figure 3.2-2 Example of the method of

Cpx K modeling the voltage dependence of the
bulk junction capacitances.
2N
Eq. (3.2-4)
Eq. (3.2-3)
T 0 coem PB v,
and
(CHAX) [ VBX:|
Cox=—""—"—"""-1— 0+ MHFC + MJ——
BX (1 - FC)H—MJ ( ) PB
_(CISWIEX) {1 — (I + MISW)FC + -2 (MJSW)}
(1 _ FC)1+MJSW PB ’
vpx = (FC)(PB) (3.2-6)
where

AX = area of the source (X = S) or drain (X = D)

PX = perimeter of the source (X = S) or drain (X = D)
CJSW = zero-bias, bulk—source/drain sidewall capacitance
MIJSW = bulk—source/drain sidewall grading coefficient

Table 3.2-1 gives the values for CJ, CJSW, MJ, and MJSW for an MOS device that has an
oxide thickness of 140 A resulting in a C,, = 24.7 X 10~* F/m?. It can be seen that the

Polysilicon gate Figure 3.2-3 Illustration showing the
bottom (ABCD) and sidewall (ABFE +
BCGF + DCGH + ADHE) components
of the bulk junction capacitors.

Bulk



80 CMOS DEVICE MODELING

Table 3.2-1 Capacitance Values and Coefficients for the MOS Model

Type p-Channel n-Channel Units
CGSO 220 X 10712 220 X 10712 F/m
CGDO 220 X 10712 220 X 10712 F/m
CGBO 700 X 10712 700 X 10712 F/m
cJ 560 X 107° 770 X 107° F/m?
CISW 350 X 10712 380 X 10712 F/m
MJ 0.5 0.5

MISW 0.35 0.38

Based on an oxide thickness of 140 A or C,, = 24.7 X 10™* F/m’.

depletion capacitors cannot be accurately modeled until the geometry of the device is known,
for example, the area and perimeter of the source and drain. However, values can be assumed
for the purpose of design. For example, one could consider a typical source or drain to be
1.8 wm by 5 wm. Thus, a value for Cpy of 12.1 F and 9.8 F results for n-channel and p-chan-
nel devices, respectively, for Vgy = 0.

The large-signal, charge-storage capacitors of the MOS device consist of the gate-to-source
(Cgs), gate-to-drain (Cgp), and gate-to-bulk (Cgp) capacitances. Figure 3.2-4 shows a cross
section of the various capacitances that constitute the charge-storage capacitors of the MOS
device. Cys and Cpp, are the bulk-to-source and bulk-to-drain capacitors discussed above. The
following discussion represents a heuristic development of a model for the large-signal
charge-storage capacitors.

C; and Cj; are overlap capacitances and are due to an overlap of two conducting surfaces
separated by a dielectric. The overlapping capacitors are shown in more detail in Fig. 3.2-5.
The amount of overlap is designated as LD. This overlap is due to the lateral diffusion of the
source and drain underneath the polysilicon gate. For example, a 0.8 wm CMOS process
might have a lateral diffusion component, LD, of approximately 16 nm. The overlap capaci-
tances can be approximated as

Ci = G = (LD)(Wei)Cox = (CGXO)Wegy (3.2-7)

Figure 3.2-4 Large-signal,
charge-storage capacitors of the
MOS device.
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Source—gate overlap Drain—gate overlap
~— Mask L — capacitance CGS (&) capacitance CGD (C3)

Oxide encroachment \ \ / ﬁ
¢ FOX 7 = FOX

|
I Actual Bulk
I ctual

Mask |

W W ®)
!
|
- i 1 Source—gate overlap Drain—gate overlap
capacitance CGS (Cl) capacitance CGD (C3)
STI ™"Source Drain | STI
Bulk

@ ©

Figure 3.2-5 Overlap capacitances of an MOS transistor. (a) Top view showing the overlap between the
source or drain and the gate for LOCOS technology. (b) Side view for LOCOS technology. (c) Side view
for STI technology.

where W, is the effective channel width and CGXO (X = S or D) is the overlap capacitance in
F/m for the gate—source or gate—drain overlap. The difference between the mask W and actual W
is due to the encroachment of the field oxide under the silicon nitride. Table 3.2-1 gives a value
for CGSO and CGDO based on a device with an oxide thickness of 140 A. A third overlap
capacitance that can be significant is the overlap between the gate and the bulk. Figure 3.2-6 shows
this overlap capacitor (Cs) in more detail. This is the capacitance that occurs between the gate
and bulk at the edges of the channel and is a function of the effective length of the channel, L.
Table 3.2-1 gives a typical value for CGBO for a device based on an oxide thickness of 140 A.

If the device illustrated in Fig. 3.2-4 was in the saturated state, the channel would extend
almost to the drain and would extend completely to the drain if the MOS device was in the
nonsaturated state. C, is the gate-to-channel capacitance and is given as

C2 = Weff(L - ZLD)COX = Weff(Leff)Cox (3.2-8)

The term L. is the effective channel length resulting from the mask-defined length being
reduced by the amount of lateral diffusion (note that up until now, the symbols L and W were

, Overlap , \Overlap | Figure 3.2-6 Gate-bulk overlap capaci-
| | | | tances. (a) LOCOS technology. (b) STI
1 1 1 1 technology.
Cs Gate Cs
FOX E{ Source/Drain \2- Fox
Bulk
(a)
Csﬂ Galo Bcs
STI —R Source/Drain p[‘ STI

Bulk
(b)
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Capacitance
C,+2C;
C+ %Cz ______________
Co+3C, | N ) GD
Vps = ((;onstant
Vps =
Cl’ C3 CGS’ CGD
p o PR \ CGB
0

Nonj Vs
saturation
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v

Ds*

T

Figure 3.2-7 Voltage dependence of Cgs, Cgp, and Cgp as a function of
Vs with Vg constant and Vg = 0.

used to refer to “effective” dimensions whereas now these have been changed for added
clarification). C, is the channel-to-bulk capacitance, which is a depletion capacitance that
will vary with voltage like Cgg or Cpp.

It is of interest to examine Cgp, Cgs, and Cgp as vpg is held constant and v is increased
from zero. To understand the results, one can imagine following a vertical line on Fig. 3.1-3
at, say, vps = 0.5(Vgso — V), as vgg increases from zero. The MOS device will first be off
until vgg reaches V5. Next, it will be in the saturated region until v5g becomes equal to
vps(sat) + V7. Finally, the MOS device will be in the nonsaturated region. The approximate
variation of Cgp, Cgs, and Cgp under these conditions is shown in Fig. 3.2-7. In cutoff, there
is no channel and Cgp is approximately equal to C, + 2Cs. As vgg approaches Vi from the
off region, a thin depletion layer is formed, creating a large value of C,. Since Cj is in series
with C,, little effect is observed. As vgg increases, this depletion region widens, causing C, to
decrease and reducing Cgp. When vgg = Vi, an inversion layer is formed that prevents fur-
ther decreases of C,4 (and thus Cgp).

Cy, C,, and C; constitute Cgg and Cgp. The problem is how to allocate C, to Cgg and Cep.
The approach used is to assume in saturation that approximately two-thirds of C, belongs to
Cgs and none to Cgp. This is, of course, an approximation. However, it has been found to give
reasonably good results. Figure 3.2-7 shows how Cgg and Cgp change values in going from the
off to the saturation region. Finally, when vy is greater than vpg + V5, the MOS device enters
the nonsaturated region. In this case, the channel extends from the drain to the source and C,
is simply divided evenly between Cgp and Cgg as shown in Fig. 3.2-7.

As a consequence of the above considerations, we shall use the following formulas for
the charge-storage capacitances of the MOS device in the indicated regions.

Off
Cop = Gy + 2Cs = Cox(Wegp)(Ler) + CGBO(Leyr) (3.2-9a)

Cos = C1 = Cox(LD)(Wegr) = CGSO(Werr) (3.2-9b)

Cop = (3= Cox(LD)(Wegr) = CGDO(Weg) (3.2-9¢)
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Saturation
Csg = 2Cs = CGBO (L) (3.2-10a)
Cos = Cy + 3C; = Cox(LD + 0.67Leg))(Wegr)
= CGSO(Wgr) + 0.67Cox(Weer)(Legr) (3.2-10b)
Cop = C3 = Col(LD)(Wegr) = CGDO(Wegp) (3.2-10¢)
Nonsaturated
CGB = 2C5 = CGBO (Leff) (32-113)

Cos = Cy + 0.5C, = Cor(LD + 0.5Lei)(Werr)

(CGSO + 0.5C, Lo Werr (3.2-11b)

Cop = C3 + 0.5C;, = Co (LD + 0.5Legr)(Weg)

(CGDO + O.SCOXLeff)Weff (32-11C)

Equations that provide a smooth transition between the three regions can be found in the
literature [9].

Other capacitor parasitics associated with transistors are due to interconnect to the tran-
sistor, for example, polysilicon over field (substrate). This type of capacitance typically con-
stitutes the major portion of Cgp in the nonsaturated and saturated regions and thus is very
important and should be considered in the design of CMOS circuits.

Another important aspect of modeling the CMOS device is noise. The existence of noise
is due to the fact that electrical charge is not continuous but is carried in discrete amounts
equal to the charge of an electron. In electronic circuits, noise manifests itself by represent-
ing a lower limit below which electrical signals cannot be amplified without significant dete-
rioration in the quality of the signal. Noise can be modeled by a current source connected in
parallel with i, of Fig. 3.2-1. This current source represents two sources of noise, called ther-
mal noise and flicker noise [10,11]. These sources of noise were discussed in Section 2.5. The
mean-square current-noise source is defined as

2 SkTgm(l + 77) (KF)ID 2
i, = 3 +fCoxL2 Af (A9 (3.2-12)

=

where

Af

a small bandwidth (typically 1 Hz) at a frequency f
= gmbs/gm [See Eq (33'8)]

Boltzmann’s constant

T = temperature (K)

gn = small-signal transconductance from gate to channel [see Eq. (3.3-6)]
KF = flicker noise coefficient (F-A)

f = frequency (Hz)
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KF has a typical value of 10~2® F-A. Both sources of noise are process dependent and the val-
ues are usually different for enhancement and depletion mode field effect transistors (FETSs).
The mean-square current noise can be reflected to the gate of the MOS device by dividing

Eq. (3.2-12) by g, if the source is on ac ground, giving
o _ G _[8KTA+m)  KF

=" = -
g5 38 2f Cox WLK

Af (VD (3.2-13)

The equivalent input-mean-square voltage-noise form of Eq. (3.2-13) will be useful for
analyzing the noise performance of CMOS circuits in later chapters.

The experimental noise characteristics of n-channel and p-channel devices are shown
in Figs. 3.2-8(a) and 3.2-8(b). These devices were fabricated using a submicron, silicon-gate,
n-well, CMOS process. The data in Figs. 3.2-8(a) and 3.2-8(b) are typical for MOS devices
and show that the 1/f noise is the dominant source of noise for frequencies below 100 kHz
(at the given bias conditions).* Consequently, in many practical cases, the equivalent input-
mean-square voltage noise of Eq. (3.2-13) is simplified to

2:[ KF

€eq ,
2f Cox WLK

]Af (V3 (3.2-14)

or in terms of the input-voltage-noise spectral density we can rewrite Eq. (3.2-14) as

e —e—g“— KE __B (V?/Hz) (3.2-15)
4 Af 2fC,  WLK'  fWL :

where B is a constant for an n-channel or a p-channel device of a given process.** The right-
hand expression of Eq. (3.2-15) will be important in optimizing the design with respect to
noise performance.

le-14 L1 le-14 |
n-channel p-channel
_lel6 1 le-16
N
In= A i~ I, =2mA
N::i le-18 p=6m T les p=sm
~ 2071 < 20/1
as 1e20 S 1e20
ij:
le-22 <+ le-22
le-24 + + + + + + le-24 + + + + + +
1 10 100 1k 10k 100k 1M 1 10 100 1k 10k 100k 1M
Frequency (Hz) Frequency (Hz)
(a) (b)

Figure 3.2-8 Drain-current noise for (a) an n-channel and (b) a p-channel MOSFET measured on a
silicon-gate submicron process.

*If the bias current is reduced, the thermal noise floor increases, thus moving the 1/f noise corner to a
lower frequency. Therefore, the 1/f noise corner is a function of the thermal noise floor.

**Since the same symbol is used for voltage (current) noise and voltage (current) spectral density, the
units are generally used to distinguish the difference if it is not clear in the text.
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The temperature behavior of the MOS was given in Egs. (2.5-8) and (2.5-9). Equation
(2.5-8) can be expressed as

K'(T) = K'(Ty) (TITy) ™ "? (3.2-16)

Equation (2.5-9) is a series approximation of the threshold voltage temperature dependence
and can be written as

V(T) = Vp(Ty) + (T — Tp) + -+ (3.2-17)

where a plus sign is used instead of the minus sign in Eq. (2.5-9). This means that « will be
negative for NMOS and positive for PMOS. Substituting Eqs. (3.2-16) and (3.2-17) into the
simple, large-signal model of the MOSFET in Eq. (3.1-17) gives the temperature dependence
of the transistor:
I"LOC()XW T o1 2
In(T) = T Fo [Vos = Vo — (T — Tp)l (3.2-18)

where Vp is the value of the threshold voltage at the reference temperature, 7.

While Eq. (3.2-18) can be used to determine the influence of temperature on the transis-
tor current, there is an interesting characteristic called the zero temperature coefficient point
that we want to examine. The differentiation of Eq. (3.2-18) is given as

dl, —15u,C,,W [ T\ >?
R <> Vos = Vo = o = TyP®

dr 2LT, Ty
MOC()XW T o1s
o\ [Vos = Vo — T — Tp)] (3.2-19)
0

If Eq. (3.2-19) is set to zero, the value of Vg that gives a zero temperature coefficient is
given as

ol
Vos ZTC) = Vg — o1y — 7 (3.2-20)

The zero temperature characteristics of an NMOS transistor are illustrated in Fig. 3.2-9. Note
that in general, the ZTC point is well defined only for temperatures less than 150 °C. For
higher temperatures the ZTC drifts from the low-temperature value. Also, note that for values
of gate—source voltage above the ZTC value, the drain current decreases as the temperature
increases. This reduces the thermal runaway characteristics of the MOSFET compared to the
BIJT. The following example illustrates the application of the ZTC concept.

Example 3.2-1 Application of the ZTC Point to an NMOS Transistor

Assume that K' = 110 wA/V?, Vyy= 0.7V, and « = —2.3 mV/°C for an NMOS transistor.
Find the ZTC point if the reference temperature is 300 K and the new temperature is 400 K.
Find the drain current under these conditions if W/L = 10.
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Evaluating Eq. (3.2-20) gives

= 1.697V

At this value of VGS the drain current is

110 pA/V*(10) <400
2 300

= 176 pA

Figure 3.2-9 Zero temperature
coefficient characteristics of
a modern CMOS technology

0.7V + 0.0023(V/°C)(300 K) +

(Linin = 50 nm).
0.0023(V/°C)(400 K)
3

—1.5
) [1.697 — 0.7 — 0.0023(100)]?

Small-Signal Model for the MOS Transistor

Up to this point, we have been considering the large-signal model of the MOS transistor
shown in Fig. 3.2-1. However, after the large-signal model has been used to find the dc con-
ditions, the small-signal model becomes important. The small-signal model is a linear model
that helps to simplify calculations. It is valid only over voltage or current regions where the

large-signal voltage and currents can adequately be represented by a straight line.

Figure 3.3-1 shows a linearized small-signal model for the MOS transistor. The para-
meters of the small-signal model will be designated by lowercase subscripts. The various
parameters of this small-signal model are all related to the large-signal model para-
meters and dc variables. The normal relationship between these two models assumes that
the small-signal parameters are defined in terms of the ratio of small perturbations of the
large-signal variables or as the partial differentiation of one large-signal variable with

respect to another.
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D Figure 3.3-1 Small-signal model
_______ of the MOS transistor.
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The conductances g,, and g, are the equivalent conductances of the bulk-to-drain and
bulk-to-source junctions. Since these junctions are normally reverse biased, the conductances
are very small. They are defined as

oi
Sha = s (evaluated at the quiescent point) = 0 (3.3-1)
E)VBD
and
dipg . .
8bs = 3 (evaluated at the quiescent point) = 0 (3.3-2)
VBs

The channel transconductances g,, and g,,,, and the channel conductance g,, are defined as

ol

&m = L (evaluated at the quiescent point) (3.3-3)
VGs
dip . .

Smbs = (evaluated at the quiescent point) (3.3-4)
VBs
and

dip . .

ga4s = — (evaluated at the quiescent point) (3.3-5)
VDs

The values of these small-signal parameters depend on which region the quiescent point
occurs in. For example, in the saturated region g,, can be found from Eq. (3.1-18) as

gm = VQK'WIL)|Ip|(1 + \ Vpg) = V QK WIL)|I| (3.3-6)
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Exa

mple
3.3-1

which emphasizes the dependence of the small-signal parameters on the large-signal operat-
ing conditions. The small-signal channel transconductance due to vgz is found by rewriting

Eq. (3.3-4) as
—dip aiD)( aVT>
= = -\ 3.3-7
Bmbs s <3VT Vs ¢ )

Using Eq. (3.1-2) and noting that 9i,/0V; = —dip/dvgs, we get®

Y
8m
22|pF| + Vs

8mbs = = N8m (33'8)

This transconductance will become important in our small-signal analysis of the MOS tran-
sistor when the ac value of the source—bulk potential v, is not zero.
The small-signal channel conductance, g, (g), is given as

=P =\ 3.3-
L+ Ny 7 (3:3-9)

8das = 80

The channel conductance will be dependent on L through A, which is inversely proportional
to L. We have assumed the MOS transistor is in saturation for the results given by Egs. (3.3-6),
(3.3-8), and (3.3-9).

The important dependence of the small-signal parameters on the large-signal model
parameters and dc voltages and currents is illustrated in Table 3.3-1. In this table we see that
the three small-signal model parameters of g, g,., and g, have several alternate forms. An
example of the typical values of the small-signal model parameters follows.

Typical Values of Small-Signal Model Parameters

Find the values of g, g,.s» and g, using the large-signal model parameters in Table 3.1-2 for
both an n-channel and a p-channel device if the dc value of the magnitude of the drain cur-
rent is 50 wA and the magnitude of the dc value of the source-bulk voltage is 2 V. Assume
that the W/L ratio is 1 wm/1 pm.

SOLUTION

Using the values of Table 3.1-2 and Egs. (3.3-6), (3.3-8), and (3.3-9) gives g,, = 105 pA/YV,
s = 12.8 LA/V, and g, = 2.0 pA/V for the n-channel device and g,, = 70.7 WA/V, g5 =
12.0 nA/V, and g4 = 2.5 wA/V for the p-channel device.

*Note that absolute signs are used for Vg in order to prevent g,,,, from becoming infinite. However, in
a few rare cases the source-bulk junction is forward biased and in this case the absolute signs must be
removed and Vz becomes negative (for an n-channel transistor).
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Table 3.3-1 Dependence of the Small-Signal Model Parameters on the dc Values of
Voltage and Current in the Saturation Region

Small-Signal dc Current and
Model Parameters dc Current Voltage dc Voltage
K'wW
&m = 2K'I,WIL)"” — == Vas = Vp)
o 7(211)5)”2 Y[B(Ves — VT)]”2
Bnbs 22[ ér] + [Vss)™ 22[¢#] + [VssD™

Although MOS devices are not often used in the nonsaturation region in analog circuit
design, the relationships of the small-signal model parameters in the nonsaturation region are

given as
dip
8m = = BVps (3.3-10)
aVGS
0l V,
Gy = 2 = ByVos = (3.3-11)
s 2Q2|dr| + |Vsal)
and
8as = BWVgs — Vi — Vpg) (3.3-12)

Table 3.3-2 summarizes the dependence of the small-signal model parameters on the large-
signal model parameters and dc voltages and currents for the nonsaturated region. The typi-
cal values of the small-signal model parameters for the nonsaturated region are illustrated in
the following example.

f_?Example Typical Values of the Small-Signal Model Parameters in the Nonsaturated

Region

Find the values of the small-signal model parameters in the nonsaturation region for an
n-channel and a p-channel transistor if Vgg =5V, Vg = 1V, and | Vggl = 2 V. Assume that the
WI/L ratio for both transistors is 1 pm/1 pwm. Also assume that the value for K’ in the nonsatu-
ration region is the same as that for the saturation (generally a poor assumption).

SOLUTION

First, it is necessary to calculate the threshold voltage of each transistor using Eq. (3.1-2). The
results are a V of 1.02 V for the n-channel and —1.14 V for the p-channel. This gives a dc
current of 383 wA and 168 pA, respectively. Using Eqgs. (3.3-10), (3.3-11), and (3.3-12), we
get g, = 110 pA/V, g,s = 13.4 pA/V, and r; = 3.05 k() for the n-channel transistor and
&m = 50 WA/V, gps = 8.52 wA/V, and ry = 6.99 k() for the p-channel transistor.
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Table 3.3-2 Dependence of the Small-Signal
Model Parameters on the dc Values of Voltage
and Current in the Nonsaturation Region

Small-Signal dc Voltage and/or Current
Model Parameters Dependence
8m =0 Vps
BYVps
i 2Q21¢¢| + [Vea)"”
8as = Vs = Vr— Vps)

The values of r; and r, are assumed to be the same as rj, and rg of Fig. 3.2-1. Likewise,
for small-signal conditions Cyy, Cqy, Cgp, Chy, and Cp, are evaluated for Cy, Cyy, and Cg, by
knowing the region of operation (cutoff, saturation or nonsaturation) and for C;,; and C;; by
knowing the value of Vpp and V. With this information, C,q, C,y, Cgp, Cpy, and Cp, can be
found from Cgs, Cgp, Cgp, Cpp, and Cgg, respectively.

If the noise of the MOS transistor is to be modeled, then three additional current sources
are added to Fig. 3.3-1 as indicated by the dashed lines. The values of the mean-square noise-

current sources are given as

i2p= <f>Af (A% (3.3-13)

P2 = (4fST>Af (A% (3.3-14)
and

2, = rwg’”;l ) ;IEF)ILDZ AF (AY) (3.3-15)

The various parameters for these equations have previously been defined. With the noise
modeling capability, the small-signal model of Fig. 3.3-1 is a very general model.

It will be important to be familiar with the small-signal model for the saturation region
developed in this section. This model, along with the circuit simplification techniques given
in Appendix A, will be the key element in analyzing the circuits in the following chapters.

Computer Simulation Models

ig 3.4

The large-signal model of the MOS device previously discussed is simple to use for hand
calculations but neglects many important second-order effects. While a simple model for hand
calculation and design intuition is critical, a more accurate model is required for computer
simulation. There are many model choices available for the designer when choosing a device
model to use for computer simulation. At one time, HSPICE* supported 43 different MOSFET

*HSPICE is now owned by Avant! Inc. and has been renamed Star-Hspice.
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models [2] (many of which were company proprietary) while SmartSpice publishes support
for 14 [12]. Which model is the right one to use? In the fabless semiconductor environment,
the user must use the model provided by the wafer foundry. In companies where the foundry
is captive (i.e., the company owns its own wafer fabrication facility) a modeling group pro-
vides the model to circuit designers. It is seldom that a designer chooses a model and performs
parameter extraction to get the terms for the model chosen.

The SPICE LEVEL 3 dc model will be covered in some detail because it is a relative-
ly straightforward extension of the LEVEL 2 model. The BSIM3v3 model will be intro-
duced but the detailed equations will not be presented because of the volume of equations
required to describe it—there are other good texts that deal with the subject of modeling
exclusively [13,14], and there is little additional design intuition derived from covering the
details.

Models developed for computer simulation have improved over the years but no model
has yet been developed that, with a single set of parameters, covers device operation for all
possible geometries. Therefore, many SPICE simulators offer a feature called “model bin-
ning.” Parameters are derived for transistors of different geometry (W’s and L’s) and the sim-
ulator determines which set of parameters to use based on the particular W and L called out
in the device instantiation line in the circuit description. The circuit designer need only be
aware of this since the binning is done by the model provider.

SPICE LEVEL 3 Model

The large-signal model of the MOS device previously discussed is simple to use for hand
calculations but neglects many important second-order effects. Most of these second-order
effects are due to narrow or short channel dimensions (less than about 3 pwm). In this sec-
tion, we will consider a more complex model that is suitable for computer-based analysis
(circuit simulation, i.e., SPICE simulation). In particular, the SPICE LEVEL 3 model will
be covered (see Table 3.4-1). This model is typically good for MOS technologies down to
about 0.8 wm. We will also consider the effects of temperature on the parameters of the
MOS large-signal model.

We first consider second-order effects due to small geometries (Fig. 3.4-1). When vy is
greater than Vy, the drain current for a small device can be given as [2] follows:

Drain Current

1+

ips = BETA | vgg — V7 — 5 Jvoe |vor (3.4-1)

_ Were Wets
BETA = KP = perrCOX (3.4-2)

eff Leff
L.y = L — 2(LD) (3.4-3)
Werr = W — 2(WD) (3.4-4)
Vpg = min(vpg, vps(sat)) (3.4-5)

GAMMA - f,

h=ht—————05 (3.4-6)

4(PHI + vgp)'?
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Table 3.4-1 Typical Model Parameters Suitable for SPICE Simulations Using LEVEL-3
Model [Extended Model]*

Typical Parameter Value

Parameter

Symbol Parameter Description n-Channel p-Channel Units

VTO Threshold 0.7 = 0.15 —-0.7 £ 0.15 \Y

uo Mobility 660 210 cm?/V-s

DELTA Narrow-width threshold 24 1.25 —
adjustment factor

ETA Static-feedback threshold 0.1 0.1 —
adjustment factor

KAPPA Saturation field factor in 0.15 2.5 v
channel length modulation

THETA Mobility degradation factor 0.1 0.1 v

NSUB Substrate doping 3 X 10" 6 X 10" cm?

TOX Oxide thickness 140 140 A

XJ Metallurgical junction depth 0.2 0.2 wm

WD Delta width wm

LD Lateral diffusion 0.016 0.015 wm

NFS Parameter for weak 7 % 10" 6 x 10" cm ™2
inversion modeling

CGSO 220 X 10712 220 X 107" F/m

CGDO 220 X 10712 220 X 107" F/m

CGBO 700 X 10712 700 X 10™"2 F/m

cJ 770 X 107° 560 X 107° F/m’

CISW 380 x 10712 350 X 107" F/m

MJ 0.5 0.5

MISW 0.38 0.35

*These values are based on a 0.8 wm silicon-gate bulk CMOS n-well process and include capacitance parameters

from Table 3.2-1.

Note that PHI is the SPICE model term for the quantity 2¢ . Also be aware that PHI is always
positive in SPICE regardless of the transistor type (p- or n-channel). In this text, the term PHI
will always be positive while the term 2¢ will have a polarity determined by the transistor
type as shown in Table 2.3-1.

we Figure 3.4-1 Illustration of the short-

Bulk

channel effects in the MOS transistor.
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f B DELTA TEs;i (3 4 7)
" Weff 2 : Cox o
XJ (LD + we wp  \]"* LD
f=1-2 1 — it (3.4-8)
Leff XJ XJ + Wp XJ
wp = xd(PHI + vgp)'"? (3.4-9)
2 ga 172
xd = <S> (3.4-10)
q - NSUB
2
we = XJ{kl + k2<Wp> - k3(Wp> } (3.4-11)
XJ XJ
k, = 0.0631353, k, = 0.08013292, ky = 0.01110777
Threshold Voltage
ETA — 8.14 X 102 n
V=V, — . vps + GAMMA - £,(PHI + vgp) (3.4-12)
ox eff
+ f,(PHI + vgp)
Vi = Vrb + PHI (34'13)
or
vy = VIO — GAMMA - VVPHI (3.4-14)
Saturation Voltage
Vos — VT
Vea = T o (3.4-15)
1+ f,
1/2
vps (sat) = v + ve — <v3at + vé) (3.4-16)
VMAX * Leff
ve =gt (3.4-17)
If VMAX is not given, then vpg (sat) = vg,.
Effective Mobility
vo hen VMAX = 0 (3.4-18)
.= wnen = G-
b T 1+ THETA (vg, — V)’
hoir = —— when VMAX > 0;  otherwise pis = p, (3.4-19)
|+ BE

Ve
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Channel Length Modulation
AL = xd [KAPPA (vps — vps(sat)]”?,  when VMAX =0 (3.4-20)

2 172
) + KAPPA - xd* (vps — vps(sat)) | (3.4-21)

AL~ P - xd* N [(ep-xd2

2 2
when VMAX > 0

where

ve + sat
ep = ve (ve + vps (sat)) (3.4-22)
Legt vpg (sat)

. IDs
ips = T AL (3.4-23)

The temperature-dependent variables in the models developed so far include the Fermi
potential, PHI, EG, bulk junction potential of the source—bulk and drain—bulk junctions, PB,
the reverse currents of the pn junctions, /5, and the dependence of mobility on temperature.
The temperature dependence of most of these variables is found in the equations given pre-
viously or from well-known expressions. The dependence of mobility on temperature is
given as

BEX
Uo(r) = uo(Ty) (T()) (3.4-24)

where BEX is the temperature exponent for mobility and is typically —1.5.

kT
Vtherm (T) = (34-25)
q
4 T°
EG(T) =1.16 —7.02-10 [T+11080] (3.4-26)
PHI(T) = PHI(T,) (T) (T){S In ( T) 4 E6To) EG(T) (3.4-27)
= ‘N 5 ) 7 Vitherm = - T
0 TO ; TO Vtherm (TO) Vtherm (T)
vl T) = volTy) + PHI(T) —2 PHI(T,) 4 EG(Ty) 2— EG(T) (3.4-28)
VTO(T) = v, (T) + GAMMA{\/PHI(T)} (3.4-29)
NSUB
PHI(T) = 2vmerm ln(nl(T)) (34-30)

n(T) = 1.45 - 10'° <T>3/2 ex [EG- (T - 1) (1)] (3.4-31)
! ’ T() P T() 2- Vtherm (TO) '
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For drain and source junction diodes, the following relationships apply:

< T) [ < T) EG(T,) EG(T) ]
PB(T) =PB-| — | — Vaerm(T)| 3 In| — | + — (3.4-32)
Ty Ty Vinerm (T0) Vinerm (T)

and

Is(T) =

5Ty { EG(Ty _ EG(T) 3ln(77:>} (3.4-33)
0

N vlherm(TO) Viherm (T)
where N is the diode emission coefficient. The nominal temperature, T, is 300 K.

An alternate form of the temperature dependence of the MOS model can be found
elsewhere [15].

BSIM 3v3 Model

MOS transistor models introduced thus far in this chapter have been used successfully when
applied to 0.8 pm technologies and above. As geometries shrink below 0.8 pwm, better mod-
els are required. Researchers in the FElectrical Engineering and Computer Sciences
Department at the University of California at Berkeley have been leaders in the development
of SPICE and the models used in it. In 1984 they introduced the BSIM1 model [16] to address
the need for a better submicron MOS transistor model. The BSIM1 model approached the
modeling problem as a multiparameter curve-fitting exercise. The model contained 60 param-
eters covering the dc performance of the MOS transistor. There was some relationship to
device physics, but in large part, it was a nonphysical model. Later, in 1991, UC Berkeley
released the BSIM2 model that improved performance related to the modeling of output resist-
ance changes due to hot-electron effects, source/drain parasitic resistance, and inversion-layer
capacitance. This model contained 99 dc parameters, making it more unwieldy than the 60-
parameter (dc parameters) BSIM1 model. In 1994, UC Berkeley introduced the BSIM3 model
(version 2), which, unlike the earlier BSIM models, returned to a more device-physics-based
modeling approach. The model is simpler to use and has only 40 dc parameters. Moreover, the
BSIM3 model provides good performance when applied to analog as well as digital circuit
simulation. In its third version, BSIM3v3 [3], it has become the industry standard MOS tran-
sistor model.

The BSIM3 model addresses the following important effects seen in deep-submicron
MOSFET operation:

* Threshold voltage reduction

* Mobility degradation due to a vertical field
* Velocity saturation effects

* Drain-induced barrier lowering (DIBL)

¢ Channel length modulation

¢ Subthreshold (weak inversion) conduction
* Parasitic resistance in the source and drain

» Hot-electron effects on output resistance
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Figure 3.4-2 Simulation of MOSFET transconductance character-
istic using LEVEL = 1, LEVEL = 3 and the BSIM3v3 models.

The plot shown in Fig. 3.4-2 shows a comparison of a 20/0.8 device using the LEVEL 1,
LEVEL 3, and BSIM3v3 models. The model parameters were adjusted to provide similar
characteristics (given the limitations of each model). Assuming that the BSIM3v3 model
closely approximates actual transistor performance, this figure indicates that the LEVEL 1
model is grossly in error, while the LEVEL 3 model shows a significant difference in model-
ing the transition from the nonsaturation to linear region.

Subthreshold MOS Model

The models discussed in previous sections predict that no current will flow in a device when
the gate—source voltage is at or below the threshold voltage. In reality, this is not the case. As
vgs approaches Vi, the ip — vgg characteristics change from square-law to exponential.
Whereas the region where vy is above the threshold is called the strong inversion region, the
region below (actually, the transition between the two regions is not well defined as will be
explained later) is called the subthreshold, or weak inversion region. This is illustrated in
Fig. 3.5-1 where the transconductance characteristic of a MOSFET in saturation is shown
with the square root of current plotted as a function of the gate—source voltage. When the
gate—source voltage reaches the value designated as Vi (this relates to the SPICE model
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formulation), the current changes from square-law to an exponential-law behavior. It is the
objective of this section to present two models suitable for the subthreshold region. The first
is the SPICE LEVEL 3 [2] model for computer simulation while the second is useful for hand
calculations.

In the SPICE LEVEL 3 model, the transition point from the region of strong inversion to
the weak inversion characteristic of the MOS device is designated as Vjy and is greater than
Vr. Vou is given by

Von = Vg + fast (3.5-1)
where

kT g+ NFS  GAMMA - f, (PHI + vg)"? + f, (PHI + vgp)
fast = —| 1 + +
q COX 2(PHI + vgp)

(3.5-2)

NFS is a parameter used in the evaluation of V,y and can be extracted from measurements.
The drain current in the weak inversion region, vgs < Vo, 1S given as

Vs — V,
ins = ins (Vo Vb Vsg) €Xp (Gsfm‘”v) (3.5-3)

where ipg is given as [from Eq. (3.4.1), with vgg replaced with V]

. L+ f
Ips = BETA VON - VT - B Vpe | * VDE (35-4)

For hand calculations, a simple model describing weak inversion operation is given as

. w VGs
=—] 3.5-5
Ip L Do €Xp (n(kT/q)) ( )

where the term 7 is the subthreshold slope factor, and I is a process-dependent parameter
that is dependent also on vgg and V7. These two terms are best extracted from experimental

1
i
i
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i
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JT 1000.0 | inversion !
? region / Strong
100.0 | : inversion
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| 100 | ;
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i 1.0 !
0 VT VON vGS 0 VT VON VGS

Figure 3.5-1 Weak inversion characteristics of the MOS transistor as modeled by Eq. (3.5-4).
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Moderate Figure 3.5-2 The three regions of operation of an
inversion region MOS transistor.
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data. Typically n is greater than 1 and less than 3 (1 < n < 3). The point at which a transis-
tor enters the weak inversion region can be approximated as

kT
Ves < Vp + n; (3.5-6)

Unfortunately, the model equations given here do not properly model the transistor as it
makes the transition from strong to weak inversion. In reality, there is a transition region of
operation between strong and weak inversion called the “moderate inversion” region [17].
This is illustrated in Fig. 3.5-2. A complete treatment of the operation of the transistor through
this region is given in the literature [17,18].

It is important to consider the temperature behavior of the MOS device operating in the
subthreshold region. As is the case for strong inversion, the temperature coefficient of the
threshold voltage is negative in the subthreshold region. The variation of current due to
temperature of a device operating in weak inversion is dominated by the negative temperature
coefficient of the threshold voltage. Therefore, for a given gate—source voltage, subthreshold
current increases as the temperature increases. This is illustrated in Fig. 3.5-3 [19].

Operation of the MOS device in the subthreshold region is very important when low-
power circuits are desired. A whole class of CMOS circuits have been developed based on the
weak inversion operation characterized by the above model [20-23]. We will consider some
of these circuits in later chapters.

Figure 3.5-3 Transfer characteristics of

04k a long-channel device as a function of
temperature. (Copyright © 1977).
1076 =
iD (A)
10-8 »
100 |
10712 ! ! !

-0.2 0 0.2 0.4 0.6 0.8

GS (volts)
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SPICE Simulation of MOS Circuits

S\

The objective of this section is to show how to use SPICE to verify the performance of an
MOS circuit. It is assumed that the reader already has experience using SPICE to simulate
circuits containing resistors, capacitors, sources, and so on. This section will extend the read-
er’s knowledge to include the application of MOS transistors into SPICE simulations. The
models used in this section are the LEVEL 1 and LEVEL 3 models.

In order to simulate MOS circuits in SPICE, two components of the SPICE simulation file
are needed. They are instance declarations and model descriptions. Instance declarations are
simply descriptions of MOS devices appearing in the circuit along with characteristics unique
to each instance. A simple example that shows the minimum required terms for a transistor
instance follows:

M1 3 6 7 0 NCH wW=100U L=1U

Here, the first letter in the instance declaration, M, tells SPICE that the instance is an MOS
transistor (just like R tells SPICE that an instance is a resistor). The 1 makes this instance
unique (different frommM2, M99, etc.). The four numbers following M1 specify the nets (or
nodes) to which the drain, gate, source, and substrate (bulk) are connected. These nets have a
specific order as indicated below:

M<number> <DRAIN> <GATE> <SOURCE> <BULK>

Following the net numbers is the model name governing the character of the particular
instance. In the example given above, the model name is NCH. There must be a model descrip-
tion somewhere in the simulation file that describes the model NCH. The transistor width and
length are specified for the instance by the w = 100U and L = 1U expressions. The default
units for width and length are meters so the U following the number 100 is a multiplier of 10~°.
(Recall that the following multipliers can be used in SPICE: M, U, N, p, F, for 1077,
10°%107%, 1072, 107", respectively.)

Additional information can be specified for each instance. Some of these are:

Drain area and periphery (AD and PD)

Source area and periphery (S and PS)

Drain and source resistance in squares (NRD and NRS)
Multiplier designating how many devices are in parallel (1)

Initial conditions (for initial transient analysis)

Drain and source area and periphery terms are used in calculating depletion capacitance and
diode currents (remember, the drain and source are pn diodes to the bulk or well). The num-
bers of squares of resistance in the drain and source (NRD and NR S) are used to calculate the
drain and source resistances for the transistor. The multiplier designator is very important and
thus deserves extended discussion here.

In Appendix B, layout matching techniques were developed. One of the fundamental
principles described was the “unit-matching” principle. This principle prescribes that when
one device needs to be M times larger than another device, then the larger device should be
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made from M units of the smaller device. In the layout, the larger device would be drawn using
M copies of the smaller device—all of them in parallel (i.e., all of the gates tied together, all
of the drains tied together, and all of the sources tied together). In SPICE, one must account
for the multiple components tied in parallel. One way to do this would be to instantiate the
larger device by instantiating M of the smaller devices. A more convenient way to handle this
is to use the multiplier parameter when the larger device is instantiated. Figure 3.6-1 illus-
trates two methods for implementing a 2X device (unit device implied). In Fig. 3.6-1(a) the
correct way to instantiate the device in SPICE is

M1 3 2 1 0 NCH W=20U L=1U

whereas in Fig. 3.6-1(b) the correct SPICE instantiation is

M1 3 2 1 0 NCH W=10U L=1U M=2

Clearly, from the point of view of matching (again, it is implied that an attempt is made to
achieve a 2:1 ratio), case (b) is the better choice and thus the instantiation with the multipli-
er is required. For the sake of completeness, it should be noted that the following pair of
instantiations are equivalent to the use of the multiplier:

M1A 3 2 1 0 NCH wW=10U L=1U
MI1IB 3 2 1 0 NCH W=10U L=1U

Some SPICE simulators offer additional terms further describing an instance of an MOS

transistor.
|j| Figure 3.6-1 (a)M1 3 2 1 0 NCH
— W = 200 L = 1U.(b)ML 3 2 1 0
=0 N NCHW = 10U L = 1UM = 2.
| |
N ~
| | | | | |
L HQIL] | [ | | |

(a) (b)



3.6 SPICE Simulation of MOS Circuits 101

A SPICE simulation file for an MOS circuit is incomplete without a description of the
model to be used to characterize the MOS transistors used in the circuit. A model is described
by placing a line in the simulation file using the following format:

.MODEL <MODEL NAME> <MODEL TYPE> <MODEL PARAMETERS>

The model line must always begin with . MODEL and be followed by a model name such as
NCH in our example. Following the model name is the model type. The appropriate choices for
model type in MOS circuits is either PMOS or NMOS. The final group of entries is model
parameters. If no entries are provided, SPICE uses a default set of model parameters. Except
for the crudest of simulations, you will always want to avoid the default parameters. Most of
the time you should expect to get a model from the foundry where the wafers will be fabricat-
ed, or from the modeling group within your company. For times where it is desired to check
hand calculations that were performed using the simple model (LEVEL 1 model) it is useful
to know the details of entering model information. An example model description line follows.

.MODEL NCH NMOS LEVEL=1] VT0=1] KP=50U GAMMA=0.5
+LAMBDA=0.01

In this example, the model name is NCH and the model type is NMO S. The model parameters
dictate that the LEVEL 1 model is used with vT0, XP, GAMMA, and LAMBDA speci-
fied. Note that the + is SPICE syntax for a continuation line.

The information on the model line is much more extensive and will be covered in this
and the following paragraphs. The model line is preceded by a period to flag the program that
this line is not a component. The model line identifies the model LEVEL (e.g., LEVEL=1)
and provides the electrical and process parameters. If the user does not input the various
parameters, default values are used. These default values are indicated in the user’s guide for
the version of SPICE being used (e.g., SmartSpice). The LEVEL 1 model parameters were
covered in Section 3.1 and are the zero-bias threshold voltage, VTO (V), in volts extrapo-
lated to i, = O for large devices; the intrinsic transconductance parameter, KP (K'), in
amperes/voltz; the bulk threshold parameter, GAMMA (), in volt'?; the surface potential at
strong inversion, PHI (2¢), in volts; and the channel length modulation parameter, LAMB-
DA (\), in volt™'. Values for these parameters can be found in Table 3.1-2.

Sometimes, one would rather let SPICE calculate the above parameters from the appropri-
ate process parameters. This can be done by entering the surface state density in cm > (NSS);
the oxide thickness in meters (TOX); the surface mobility, U0 (u), in cm?/ V-s; and the substrate
doping in cm > (NSUB). The equations used to calculate the electrical parameters are

g(NSS) (2q - &s; - NSUB - PHI)'?

VTO = - + + PHI 3.6-1
Pus (£,/TOX) (£,/TOX) (3.6-D
80)(
KP = U0 3.6-2
TOX (3.6-2)
2q - &5 - NSUB)'?
GAMMA = 248 ) (3.6-3)

(£0,/ TOX)
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and

PHI = | 2¢| = Mln (NSU> (3.6-4)
q n;

LAMBDA is not calculated from the process parameters for the LEVEL 1 model. The con-

stants for silicon, given in Table 3.1-1, are contained within the SPICE program and do not

have to be entered.

The next model parameters considered are those that were considered in Section 3.2. The
first parameters considered were associated with the bulk—drain and bulk—source pn junc-
tions. These parameters include the reverse current of the drain—bulk or source—bulk junctions
in A (IS) or the reverse-current density of the drain—bulk or source—bulk junctions in A/m>
(JS). IS requires the specification of AS and AD on the model line. If IS is specified, it
overrides JS. The default value of IS is usually 10~ '* A. The next parameters considered in
Section 3.2 were the drain ohmic resistance in ohms (RD), the source ohmic resistance in
ohms (RS), and the sheet resistance of the source and drain in ohms/square (RSH). RSH is
overridden if RD or RS is entered. To use RSH, the values of NRD and NRS must be entered
on the model line.

The drain—bulk and source—bulk depletion capacitors can be specified by the zero-bias
bulk junction bottom capacitance in farads per m” of junction area (CJ). CJ requires NSUB
and assumes a step junction using a formula similar to Eq. (2.2-12). Alternately, the
drain—bulk and source—bulk depletion capacitances can be specified using Egs. (3.2-5) and
(3.2-6). The necessary parameters include the zero-bias bulk—drain junction capacitance
(CBD) in farads, the zero-bias bulk—source junction capacitance (CBS) in farads, the bulk
junction potential (PB) in volts, the coefficient for forward-bias depletion capacitance (FC),
the zero-bias bulk junction sidewall capacitance (CJSW) in farads per meter of junction
perimeter, and the bulk junction sidewall capacitance grading coefficient (MJSW). If CBD
or CBS is specified, then CJ is overridden. The values of AS, AD, PS, and PD must be given
on the device line to use the above parameters. Typical values of these parameters are given
in Table 3.2-1.

The next parameters discussed in Section 3.2 were the gate overlap capacitances. These
capacitors are specified by the gate—source overlap capacitance (CGSO) in farads/meter,
the gate—drain overlap capacitance (CGDO) in farads/meter, and the gate-bulk overlap
capacitance (CGBO) in farads/meter. Typical values of these overlap capacitances can be
found in Table 3.2-1. Finally, the noise parameters include the flicker noise coefficient (KF)
and the flicker noise exponent (AF). Typical values of these parameters are 10™°% and 1,
respectively.

Additional parameters not discussed in Section 3.4 include the type of gate material
(TPG), the thin oxide capacitance model flag, and the coefficient of channel charge allocated
to the drain (XQC). The choices for TPG are +1 if the gate material is opposite to the sub-
strate, —1 if the gate material is the same as the substrate, and O if the gate material is alu-
minum. A charge-controlled model is used in the SPICE simulator if the value of the
parameter XQC has a value smaller than or equal to 0.5. This model attempts to keep the sum
of charge associated with each node equal to zero. If XQC is larger than 0.5, charge conser-
vation is not guaranteed.

In order to illustrate its use and to provide examples for the novice user to follow, sever-
al examples will be given showing how to use SPICE to perform various simulations.
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Use of SPICE to Simulate MOS Output Characteristics

Use SPICE to obtain the output characteristics of the n-channel transistor shown in Fig. 3.6-
2 using the LEVEL 1 model and the parameter values of Table 3.1-2. The output curves are
to be plotted for drain—source voltages from 0 to 5 V and for gate—source voltages of 1, 2, 3,
4, and 5 V. Assume that the bulk voltage is zero.

@ Figure 3.6-2 Circuit for Example 3.6-1.

O Q

VGS

SOLUTION

Table 3.6-1 shows the input file for SPICE to solve this problem. The first line is a title for
the simulation file and must be present. The lines not preceded by “.” define the intercon-
nection of the circuit. The second line describes how the transistor is connected, defines the
model to be used, and gives the W and L values. Note that because the units are meters, the
suffix U is used to convert to wm. The third and fourth lines describe the independent volt-
ages. VDS and vGS are used to bias the MOSFET. The fifth line is the model description for
M1. The remaining lines instruct SPICE to perform a dc sweep and print desired results. . DC
asks for a dc sweep. In this particular case, a nested dc sweep is specified in order to avoid
seven consecutive analyses. The . DC. . . line will set vGS to a value of 1 V and then sweep
vDS from 0 to 5V in increments of 0.2 V. Next, it will increment VG S to 2 V and repeat the
vDS sweep. This is continued until five vDS sweeps have been made with the desired val-
ues of vGs. The . PRINT. . . line directs the program to print the values of the dc sweeps.
The last line of every SPICE input file must be . END. Figure 3.6-3 shows the output plot of
this analysis.

Table 3.6-1 SPICE Input File for Example 3.6-1

Ex. 3.6-1 Use of SPICE to Simulate MOS Output

M1 2 1 0 0 MOS1 W=5U L=1.0U

vDS 2 0 5

VGs 1 0 1

.MODEL MOS1 NMOS VTO=0.7 KP=110U GAMMA=0.4 LAMBDA=0.04 PHI=0.7
.DC VDS 0 5 0.2 VvGS 1 5 1

.PRINT DC V(2) I(VDS)

.END
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70 Figure 3.6-3 Output from
Example 3.6-1.

VGS=5

[ p (mA)

DS (volts)

DC Analysis of Fig. 3.6-4

Use the SPICE simulator to obtain a plot of the value of voyr as a function of vy of Fig. 3.6-
4. Identify the dc value of vy that gives voyr = 2.5 V.

=5V Figure 3.6-4 A simple MOS amplifier for
Example 3.6-2.

M3 |—@—| M2

Your

R1=100 kQ °—| Mi

SOLUTION

The input file for SPICE is shown in Table 3.6-2. It follows the same format as the previous
example except that two types of transistors are used. These models are designated by MO SN
and MOSP. A dc sweep is requested starting from vy = 0 V and going to +5 V. Figure 3.6-
5 shows the resulting output of the dc sweep. voyr = 2.5V when vy = 1.0 V.
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Table 3.6-2 SPICE Input File for Example 3.6-2

Ex. 3.6-2 DC Analysis of Fig. 3.6-4

M1 2 1 0 0 MOSN W=5U L=1U

M2 2 3 4 4 MOSP W=5U L=1U

M3 3 3 4 4 MOSP W=5U L=1U

R1 3 0 100K

VDD 4 0 DC 5.0

VIN 1 0 DC 5.0

.MODEL MOSN NMOS VTO=0.7 KP=110U GAMMA=0.4 LAMBDA=0.04 PHI=0.7
.MODEL MOSP PMOS VTO=—0.7 KP=50U GAMMA=0.57 LAMBDA=0.05 PHI=0.8
.DC VIN 0 5 0.1

.PRINT DC V(2)

.END

5.0 w Figure 3.6-5 Output of Example 3.6-2.
40
3.0

Vour (Volts)

2.0

0 05 1.0 15 20 25 30 35 40 45 50

YIN (volts)

AC Analysis of Fig. 3.6-4

Use SPICE to obtain a small-signal frequency response of V,(w)/V;,(w) when the amplifier
is biased in the transition region. Assume that a 5 pF capacitor is attached to the output of
Fig. 3.6-4 and find the magnitude and phase response over the frequency range of 100 Hz to
100 MHz.

SOLUTION

The SPICE input file for this example is shown in Table 3.6-3. It is important to note that VvIN
has been defined as both an ac and a dc voltage source with a dc value of 1.07 V. If the dc voltage
were not included, SPICE would find the dc solution for vIN = 0V, which is not in the transi-
tion region. Therefore, the small-signal solution would not be evaluated in the transition region.
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VDB(2)
(decibels)

-20

-30

40

Table 3.6-3 SPICE Input File for Example 3.6-3

Ex.

M1
M2
M3
CL
R1

VvDD 4 0 DC 5.0

w N W NN

3.6-3 AC Analysis of Fig. 3.6-4
0 0 MOSN W=5U L=1U
4 4 MOSP W=5U L=1U

5P

100K

1
3
3 4 4 MOSP W=5U L=1U
0
0

VIN 1 0 DC 1.07 AC 1.0

.MODEL MOSN NMOS VTO = 0.7 KP = 110U GAMMA =
+PHI = 0.7
.MODEL MOSP PMOS VTO = —0.7 KP = 50U GAMMA =
+PHI = 0.8

.AC DEC 20 100 100MEG

.OP
.PRINT AC VM(2)

. END

VDB (2) VP (2)

0.4 LAMBDA

= 0.04

0.57 LAMBDA = 0.05

Once the dc solution has been evaluated, the amplitude of the signal applied as the ac input has
no influence on the simulation. Thus, it is convenient to use ac inputs of unity in order to treat
the output as a gain quantity. Here, we have assumed an ac input of 1.0 V peak.

The simulation desired is defined by the .AC DEC 20 100 100MEG line. This line

directs SPICE to make an ac analysis over a log frequency with 20 points per decade from
100 Hz to 100 MHz. The . 0P option has been added to print out the dc voltages of all circuit
nodes in order to verify that the ac solution is in the desired region. The program will calcu-
late the linear magnitude, dB magnitude, and phase of the output voltage. Figures 3.6-6(a) and
3.6-6(b) show the magnitude (dB) and the phase of this simulation.

180°

30

20

150°
VP(2)

120°

90°

100 Hz

T
1 kHz

T
10 kHz

T
100 kHz

Frequency

(a)

T
1 MHz

10 MHz 100 MHz 100Hz  1kHz

10 kHz

100 kHz

Frequency

(b)

Figure 3.6-6 (a) Magnitude response and (b) phase response of Example 3.6-3.

1 MHz

10 MHz 100 MHz
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{ Example

Transient Analysis of Fig. 3.6-4

The last simulation to be made with Fig. 3.6-4 is the transient response to an input pulse. This
simulation will include the 5 pF output capacitor of the previous example and will be made
from time O to 4 ps.

SOLUTION

Table 3.6-4 shows the SPICE input file. The input pulse is described using the piecewise lin-
ear capability (PWL) of SPICE. The output desired is defined by . TRAN 0.01U 4uU,
which asks for a transient analysis from O to 4 s at points spaced every 0.01 ws. The output
will consist of both vin(?) and voyr(f) and is shown in Fig. 3.6-7. The use of an asterisk at the
beginning of a line causes that line to be ignored.

Table 3.6-4 SPICE Output for Example 3.6-4

Ex. 3.6-4 Transient Analysis of Fig. 3.6-4

M1 2 1 0 0 MOSN W=5U L=1U
M2 2 3 4 4 MOSP W=5U L=1U
M3 3 3 4 4 MOSP W=5U L=1U
CL 2 0 5P

R1 3 0 100K

VDD 4 0 DC 5.0

VIN 1 0 PWL(O OV 1U OV 1.05U 3V 3U 3V 3.05U 0V 6U 0V)
*VIN 1 0 DC 21.07 AC 1.0

.MODEL MOSN NMOS VTO = 0.7 KP = 110U GAMMA = 0.4 LAMBDA = 0.04
+ PHI = 0.7

.MODEL MOSP PMOS VTO = —0.7 KP = 50U GAMMA = 0.57 LAMBDA =
+0.05 PHI = 0.8

.TRAN 0.01U 4U
.PRINT TRAN V(2) V(1)

.END
Figure 3.6-7 Transient response of Example
o 3.6-4.
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The above examples will serve to introduce the reader to the basic ideas and concepts of
using the SPICE program. In addition to what the reader has distilled from these examples, a
useful set of guidelines is offered, which has resulted from extensive experience in using SPICE:
Never use a simulator unless you know the range of answers beforehand.

Never simulate more of the circuit than is necessary.

Always use the simplest model that will do the job.

Always start a dc solution from the point at which the majority of the devices are on.
Use a simulator in the same manner as you would make the measurement on the bench.

Never change more than one parameter at a time when using the simulator for design.

Nk v =

Learn the basic operating principles of the simulator so that you can enhance its
capability. Know how to use its options.

8. Watch out for syntax problems like O and 0.

9. Use the correct multipliers for quantities.

10. Use common sense.

Most problems with simulators can be traced back to a violation of one or more of these
guidelines.

There are many SPICE simulators in use today. The discussion here focused on the more
general versions of SPICE and should apply in most cases. However, there is nothing funda-
mental about the syntax or use of a circuit simulator, so it is prudent to carefully study the
manual of the SPICE simulator you are using.

Summary

This chapter has tried to give the reader the background necessary to be able to simulate
CMOS circuits. The approach used has been based on the SPICE simulation program. This
program normally has three levels of MOS models that are available to the user. The func-
tion of models is to solve for the dc operating conditions and then use this information to
develop a linear small-signal model. Section 3.1 described the LEVEL 1 model used by
SPICE to solve for the dc operating point. This model also uses the additional model
parameters presented in Section 3.2. These parameters include bulk resistance, capacitance,
and noise. A small-signal model that was developed from the large-signal model was
described in Section 3.3. These three sections represent the basic modeling concepts for
MOS transistors.

Models for computer simulation were presented. The SPICE LEVEL 3 model, which is
effective for device lengths of 0.8 wm and greater, was covered. The BSIM3v3 model, which
is effective for deep-submicron devices, was introduced. Large-signal models suitable for
weak inversion were also described. Further details of these models and other models are
found in the references for this chapter. A brief background of simulation methods was
presented in Section 3.6. Simulation of MOS circuits using SPICE was discussed. After
studying this chapter, the reader should be able to use the model information presented along
with a SPICE simulator to analyze MOS circuits. This ability will be very important in the
remainder of this text. It will be used to verify intuitive design approaches and to perform
analyses beyond the scope of the techniques presented. One of the important aspects of mod-
eling is to determine the model parameters that best fit the MOS process being used.
Appendix C will be devoted to this subject.
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3.1-1.

3.1-2.

Sketch to scale the transconductance
characteristics of an enhancement n-
channel device if V;, = 0.7 V and I, =
500 wA when Vgg = 5 V in saturation.
Choose values of Vgg = 1, 2, 3, 4, and
5 V. Assume that the channel modulation
parameter is zero.

Sketch to scale the output characteristics of
an enhancement p-channel device if V; =
—0.7Vand I, = —500 nA when Vg = —5
V in saturation. Choose values of Vg5 =
—1, =2, —3, —4, and —6 V. Assume that
the channel modulation parameter is zero.
In Table 3.1-2, why is vyp greater than yy
for an n-well, CMOS technology?

A large-signal model for the MOSFET that
features symmetry for the drain and source
is given as

. ’ W 2
ip =K z {{lvgs = Vi) u(vgs — Vo)l

= [(vep — VTD)ZM (vep = vip)]
where u(x) is 1 if x is greater than or equal
to zero and O if x is less than zero (step
function), and V;y is the threshold voltage
evaluated from the gate to X, where X is
either S (source) or D (drain). Sketch this
model in the form of i versus vpg for a
constant value of vgg (vgs > Vrg) and iden-
tify the saturated and nonsaturated regions.
Be sure to extend this sketch for both posi-
tive and negative values of v Repeat the
sketch of ip versus vpg for a constant value
of vgp (Wgp > Viyp). Assume that both Vg
and Vy, are positive.

Equations (3.1-12) and (3.1-18) describe the
MOS model in the nonsaturation and satura-
tion region, respectively. These equations do
not agree at the point of transition between
saturation and nonsaturation regions. For
hand calculations, this is not an issue, but
for computer analysis, it is. How would you
change Eq. (3.1-18) so that it would agree
with Eq. (3.1-12) at vpg = vpg (sat)?

3.2-1.

3.2-2.

3.2-3.

3.2-4.

Using the values of Tables 3.1-1 and 3.2-1,
calculate the values of CGB, CGS, and
CGD for an MOS device that has a W of 5
pm and an L of 1 pwm for all three regions
of operation.

Find Cgy at |Vgx| = 0V and 0.75 V (with
the junction always reverse biased) of Fig.
P3.2-2. The values of Table 3.2-1 apply to
the MOS device, where FC = 0.5 and PB
= 1 V. Assume the device is n-channel and
repeat for a p-channel device.

1.6 um
—p) |¢— 2.0 um

BRI !

Active Area

. Metal

| C B /

]

Figure P3.2-2

Polysilicon

Calculate the values of Cgp, Cgs, and Cgp
for an n-channel device with a length of 1
wm and a width of 5 wm. Assume V, = 2
V,Vs=24V,and Vg = 0.5V and let Vp
= 0 V. Use model parameters from Tables
3.1-1, 3.1-2, and 3.2-1.

A layout of an NMOS transistor is shown
in Fig. P3.2-4. (a) Find the values of RD
and RS in the schematic shown if the sheet
resistance of the n* is 35 ()/sq. and the
resistance of a single contact is 1 . (b)
Find the values of Cpp and Cpg assuming
the transistor is cutoff and the drain and
source are at ground potential if CJ and
CJSW for an NMOS transistor are 770 X
107® F/m” and 380 X 10~'? F/m. Assume
the capacitors are lumped and appear on the
source/drain side of the bulk resistors in
part (a). (c) What is the W and L of this
transistor? (d) If the overlap capacitor/unit
length is 220 x 10~"2 F/m, what is C?
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3.2-5

A CMOS inverter is shown in Fig. P3.2-5
along with the top view of the circuit layout
assuming a p-well CMOS technology. If
this inverter is driving an identical inverter
with the same layout, find the magnitude of
the pole at the output of the first inverter (v,)
and the input of the second inverter which

7 W B KX

Metal Poly Contact

[ ]

p-substrate

External
Drain

External

Gate

Each square is 1 pm x 1 um

Figure P3.2-4

p* Metal

Poly

is equal to the reciprocal product of the sum
of all capacitances connected to this node
and the output resistance which is assumed
to be 1 M(). Express this pole magnitude in
Hz. Use the information in Table 3.2-1 to
calculate the capacitances.

External
Drain
Rp
External
Gate h_
O—| -
RsS Cps ™
External
Source

Cpp

External
Source

p-well n-substrate

DNV X

Ground

Each square is 1 um x 1 um

Figure P3.2-5

+5V
M4

Vout

25V)
M3



3.3-1.

3.3-2.

3.3-3.

3.3-4.

3.3-5.

Calculate the transfer function v, (s)/vi,(s)
for the circuit shown in Fig. P3.3-1. The
WI/L of M1 is 2 pm/0.8 wm and the W/L of
M2 is 4 pm/4pm. Note that this is a small-
signal analysis and the input voltage has a
dc value of 2 V.

5V
W/L =2/0.8
M1

31 o

IN out

VIN = 2Vdc + 1 mVrms

Figure P3.3-1

Design a low-pass filter patterned after the
circuit in Fig. P3.3-1 that achieves a -3 dB
frequency of 100 kHz.

Repeat Examples 3.3-1 and 3.3-2 if the W/L
ratio is 100 pm/10 pm. Assume
A=001V"

Find the complete small-signal model for
an n-channel transistor with the drain at4 'V,
gate at 4 V, source at 2 V, and bulk at O V.
Assume the model parameters from Tables
3.1-1,3.1-2, and 3.2-1, and W/L = 10 pm/1
pm.

Consider the circuit in Fig P3.3-5. It is a
parallel connection of n MOSFET transis-
tors. Each transistor has the same length,
L, but each transistor can have a different
width, W. Derive an expression for W
and L for a single transistor that replaces,
and is equivalent to, the multiple parallel
transistors.

Ml M2

J—

Figure P3.3-5

3.3-6.

3.5-1.

3.5-2.

3.5-3.

3.6-1.

Problems 111

Consider the circuit in Fig P3.3-6. It is a
series connection of n MOSFET transistors.
Each transistor has the same width, W, but
each transistor can have a different length,
L. Derive an expression for W and L for a
single transistor that replaces, and is equiv-
alent to, the multiple series transistors.
When using the simple model, you must
ignore body effect.

Mn|—|

e JH

W |

Figure P3.3-6

Calculate the value for V,y for an NMOS
transistor in weak inversion assuming that fs
and fi can be approximated to be unity (1.0).
Develop an expression for the small-signal
transconductance of an MOS device operat-
ing in weak inversion using the large-signal
expression of Eq. (3.5-5).

Another way to approximate the transition
from strong inversion to weak inversion is
to find the current at which the weak inver-
sion transconductance and the strong
inversion transconductance are equal.
Using this method and the approximation
for drain current in weak inversion [Eq.
(3.5-5)], derive an expression for drain
current at the transition between strong
and weak inversion.

Consider the circuit illustrated in Fig. P3.6-
1. (a) Write a SPICE netlist that describes
this circuit. (b) Repeat part (a) with M2
being 2 wm/1 wm and M3 and M2 are ratio
matched, 1:2.
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, e
Vpp=5V l i i l +
T .
@ 2
W =1/t pm  |—=——]| WA =1 umipm W/L =10 pm/2 pm :II Il: W/L =10 pm/2 pm
M3 @ M2 M1 M2 _
Your
® <
VIN
R=S0kO o®—| W/L=1um/l um Figure P3.6-3
M1
and 70 pA for Fig. P3.6-3. The maximum
é value of v, is 5 V. Use the model parameters

of V; = 0.7V and K’ = 110 pA/V? and \
= 0.01 V_'. Repeat with A = 0.04 V"
3.6-2.  Use SPICE to perform the following analyses 3.6-4.  Use SPICE to plot i, as a function of vpg

Figure P3.6-1

on the circuit shown in Fig. P3.6-1: (a) Plot for values of vgs = 1,2, 3,4, and 5 V for an
Vour Versus vy for the nominal parameter set n-channel transistor with V, = 1V, K’ =
shown. (b) Separately, vary K’ and V; by 110 wA/V?, and N = 0.04 V™', Show how
+10% and repeat part (a)—four simulations. SPICE can be used to generate and plot
these curves simultaneously as illustrated
Parameter n-Channel p-Channel Units by Fig. 3.1-3.

3.6-5. Repeat Example 3.6-1 if the transistor of
vy 0.7 —07 \ Fig. 3.6-2 is a PMOS having the model

K’ 110 50 LA/V? parameters given in Table 3.1-2.
1 0.04 0.05 V! 3.6-6. Repeat Examples 3.6-2 through 3.6-4 for

the circuit of Fig. 3.6-4 if R1 = 200 k().

3.6-3.  Use SPICE to plot i, as a function of v,
when i, has values of 10, 20, 30, 40, 50, 60,
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CHAPTER 4

Analog CMOS
Subcircuits

114

ground for understanding the technology and modeling of CMOS devices and com-

ponents compatible with the CMOS process. The next step toward our
objective—methodically developing the subject of CMOS analog circuit design—is to
develop subcircuits. These simple circuits consist of one or more transistors and generally
perform only one function. A subcircuit is typically combined with other simple circuits to
generate a more complex circuit function. Consequently, the circuits of this and the next
chapter can be considered as building blocks.

The operational amplifier, or op amp, to be covered in Chapters 6 and 7, is a good
example of how simple circuits are combined to perform a complex function. Figure 4.0-1
presents a hierarchy showing how an operational amplifier—a complex circuit—might be
related to various simple circuits. Working our way backward, we note that one of the stages
of an op amp is the differential amplifier. The differential amplifier consists of simple cir-
cuits that might include a current sink, a current-mirror load, and a source-coupled pair.
Another stage of the op amp is a second gain stage, which might consist of an inverter and
a current-sink load. If the op amp is to be able to drive a low-impedance load, an output
stage is necessary. The output stage might consist of a source follower and a current-sink
load. It is also necessary to provide a stabilized bias for each of the previous stages. The
biasing stage could consist of a current sink and current mirrors to distribute the bias cur-
rents to the other stages.

The subject of basic CMOS analog circuits has been divided into two chapters to
avoid one lengthy chapter and yet provide sufficient detail. Chapter 4 covers the simpler
subcircuits, including the MOS switch, active loads, current sinks/sources, current mirrors
and current amplifiers, and voltage and current references. Chapter 5 will examine more
complex circuits like CMOS amplifiers. That chapter represents a natural extension of the
material presented in Chapter 4. Taken together, these two chapters are fundamental for
the analog CMOS designer’s understanding and capability, as most designs will start at
this level and progress upward to synthesize the more complex circuits and systems of
Table 1.1-2.

From the viewpoint of Table 1.1-2, the previous two chapters have provided the back-
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Operational Amplifier

Biasing Input Second Output
Circuits Differential Gain Stage
Amplifier Stage
Current Current Current Source— Current— Inverter Current—  Source Current—
Source Mirrors Sink Coupled Pair Mirror Load Sink Load Follower  Sink Load

Figure 4.0-1 Illustration of the hierarchy of analog circuits for an operational amplifier.

MOS Switch

The switch finds many applications in integrated-circuit design. In analog circuits, the switch
is used primarily to connect capacitors in various configurations. This application is called
switched capacitor circuits. The switch is also useful for multiplexing, modulation, and a num-
ber of other applications. The switch is used as a transmission gate in digital circuits and adds
a dimension of flexibility not found in standard logic circuits. The objective of this section is
to study the characteristics of switches that are compatible with CMOS integrated circuits.
We begin with the characteristics of a voltage-controlled switch. Figure 4.1-1 shows a
model for such a device. The voltage v controls the state of the switch—ON or OFF. The
voltage-controlled switch is a three-terminal network with terminals A and B* comprising the
switch and terminal C providing the means of applying the control voltage v.. The most
important characteristics of a switch are its ON resistance, roy, and its OFF resistance, rogg.
Ideally, roy is zero and rogg is infinite. Reality is such that gy is never zero and rogg is never
infinite. Moreover, these values are never constant with respect to terminal conditions. In gen-
eral, switches can have some form of voltage offset, which is modeled by Vg of Fig. 4.1-1.
Vos represents the small voltage that may exist between terminals A and B when the switch

IOFF/_\ Figure 4.1-1 Model for a non-
— ideal switch.
N
W
ToN Yos
A + - B
o W—1—CO 0
1
C
: AB 1
. I\
1, CACII :C 1/ Cse Iy
I\ I\
C, = J’ -
AT~ VC -~ B

4_

*The reader is cautioned not to confuse B used in this section with B used for the bulk terminal (see
Fig. 3.1-1).
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is in the ON state and the current is zero. Iopr represents the leakage current that may flow in
the OFF state of the switch. Currents I, and 7 represent leakage currents from the switch ter-
minals to ground (or some other supply potential). The polarities of the offset sources and
leakage currents are not known and have arbitrarily been assigned the directions indicated in
Fig. 4.1-1. The parasitic capacitors are an important consideration in the application of ana-
log sampled-data circuits. Capacitors C4 and Cp are the parasitic capacitors between the
switch terminals A and B and ground. Capacitor Cyp is the parasitic capacitor between the
switch terminals A and B. Capacitors Cy¢ and Cpe are parasitic capacitors that may exist
between the voltage-control terminal C and the switch terminals A and B. Capacitors Cy¢ and
Cpc contribute to the effect called charge feedthrough—where a portion of the control volt-
age appears at the switch terminals A and B.

One advantage of MOS technology is that it provides a good switch. Figure 4.1-2 shows an
MOS transistor that is to be used as a switch. Its performance can be determined by comparing
Fig. 4.1-1 with the large-signal model for the MOS transistor. We see that either terminal, A or
B, can be the drain or the source of the MOS transistor depending on the terminal voltages (e.g.,
for an n-channel transistor, if terminal A is at a higher potential than B, then terminal A is the
drain and terminal B is the source). The ON resistance consists of the series combination of 7,
rs, and whatever channel resistance exists. Typically, by design, the contribution from 7 and rg
is small such that the primary consideration is the channel resistance. An expression for the
channel resistance can be found as follows. In the ON state of the switch, the voltage across the
switch should be small and vg should be large. Therefore, the MOS device is assumed to be in
the nonsaturation region. Equation (3.1-1), repeated below, is used to model this state:

) K'W V2
ip ==~ {(VGS — Vpvps — % (4.1-1)

where vy is less than vgg — Vi but greater than zero. (vgg becomes vgp if vpg is negative.)
The small-signal channel resistance is given as

1 L
BiD/BvDS Q K,W(VGS - VT - VDS)

ToN 4.1-2)
where Q in Eq. (4.1-2) designates the quiescent point of the transistor. Figure 4.1-3 illustrates
the drain current of an n-channel transistor as a function of the voltage across the drain and
source terminals, plotted for equal increasing steps of Vg for W/L = 5/1. This figure illus-
trates some very important principles about MOS transistor operation. Note that the curves
are not symmetrical about V; = 0. This is because the transistor terminals (drain and source)
switch roles as V; crosses 0 V. For example, when V is positive, node B is the drain and node
A is the source and Vi is fixed at —2.5 V and Vg is fixed as well (for a given V;). When V;
is negative, node B is the source and node A is the drain and as V, continues to decrease, Vg
decreases and Vg increases, resulting in an increase in current.

Cc Figure 4.1-2 An n-channel transistor used as a switch.

A O—‘ITIV—OB
Vss
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Figure 4.1-3 1-V characteristic of
an n-channel transistor operating

35 as a switch.
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A plot of roy as a function of Vg is shown in Fig. 4.1-4 for V¢ = 0.1 V and for W/L = 1,
2,5, and 10. It is seen that a lower value of rgy is achieved for larger values of W/L. When V¢
approaches V (V= 0.7 V in this case), roy approaches infinity because the switch is turning off.

When Vg is less than or equal to Vi, the switch is OFF and rggg is ideally infinite. Of
course, it is never infinite, but because it is so large, the performance in the OFF state is dom-
inated by the drain—bulk and source-bulk leakage current as well as subthreshold leakage
from drain to source. The leakage from drain and source to bulk is primarily due to the pn
junction leakage current and is modeled in Fig. 4.1-1 as I, and I. Typically, this leakage cur-
rent is on the order of 1 fA/pm? at room temperature and doubles for every 8 °C increase (see
Example 2.5-1).

The offset voltage modeled in Fig. 4.1-1 does not exist in MOS switches and thus is not
a consideration in MOS switch performance. The capacitors C4, Cp, Cyc, and Cp of Fig. 4.1-1

Figure 4.1-4 Illustration of ON resistance for
an n-channel transistor.
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0V - OFF Figure 4.1-5 Application of an n-channel tran-
5V-ON G sistor as a switch with typical terminal voltages
indicated.
Circuit 0t02V) 0t02V) Circuit
1 S D 2

< <

correspond directly to the capacitors Cgg, Cpp, Cgs, and Cgp of the MOS transistor (see Fig.
3.2-1). C4p is small for the MOS transistor and is usually negligible.

One important aspect of the switch is the range of voltages on the switch terminals com-
pared to the control voltage. For the n-channel MOS transistor we see that the gate voltage
must be considerably larger than either the drain or source voltage in order to ensure that the
MOS transistor is ON. (For the p-channel transistor, the gate voltage must be considerably
less than either the drain or source voltage.) Typically, the bulk is taken to the most negative
potential for the n-channel switch (positive for the p-channel switch). This requirement can
be illustrated as follows for the n-channel switch. Suppose that the ON voltage of the gate is
the positive power supply Vpp. With the bulk to ground this should keep the n-channel switch
ON until the signal on the switch terminals (which should be approximately identical at the
source and drain) approaches V,p — V7. As the signal approaches Vj,p — Vi the switch begins
to turn OFF. Typical voltages used for an n-channel switch are shown in Fig. 4.1-5, where the
switch is connected between the two networks shown.

Consider the use of a switch to charge a capacitor as shown in Fig. 4.1-6. An n-channel
transistor is used as a switch and V/ is the control voltage (clock) applied to the gate. The ON
resistance of the switch is important during the charge transfer phase of this circuit. For exam-
ple, when V,, goes high (V4 > v;, + V), M1 connects C to the voltage source v;,. The equiv-
alent circuit at this time is shown in Fig. 4.1-7. It can be seen that C will charge to v;, with
the time constant of ronC. For successful operation ronC << T, where T is the time V, is high.
Clearly, roy varies greatly with vgg, as illustrated in Fig. 4.1-4. The worst-case value for roy
(the highest value), during the charging of C, is when vpg = 0 and vgg = V — v;,. This value
should be used when sizing the transistor to achieve the desired charging time.

Consider a case where the time V,, is high is T = 0.1 ws and C = 0.2 pF; then roy must
be less than 100 k() if sufficient charge transfer occurs in five time constants. For a 5 V clock
swing and v;, of 2.5V, the MOS device of Fig. 4.1-4 with W = L gives ron of approximate-
ly 6.4 kQ, which is sufficiently small to transfer the charge in the desired time. It is desirable

Figure 4.1-6 An application of an MOS switch.
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Ton Figure 4.1-7 Model for the ON state of the switch in

A Fig. 4.1-6.

to keep the switch size as small as possible (minimize W X L) to minimize charge
feedthrough from the gate.

The OFF state of the switch has little influence on the performance of the circuit in Fig. 4.1-
6 except for the leakage current. Figure 4.1-8 shows a sample-and-hold circuit where the leakage
current can create serious problems. If Cy is not large enough, then in the hold mode where the
MOS switch is OFF the leakage current can charge or discharge Cy a significant amount.

Switches are often used to switch capacitors from one configuration to another. In this appli-
cation, the capacitance of the switch becomes important. There are two types of capacitors that
are associated with the MOSFET switch: capacitors with one terminal connected to the gate and
the drain- and source-to-bulk depletion capacitors. The gate capacitors can cause charge injection
onto the capacitors that they are switching while the depletion capacitors influence the value of
the switched capacitors as parasitics. Since the impact of the depletion capacitors can be elimi-
nated by circuit techniques [1] we will deal only with the influence of the gate capacitors.

Figure 4.1-9 is a useful model for studying the charge injection of the MOSFET switch.
Figure 4.1-9(b) illustrates modeling a transistor with the channel symbolized as a resistor,
R hanner, and gate—channel coupling capacitance, denoted C,p,4,.;- The values of C.,ypner and
R hanmer depend on the terminal conditions of the device. The gate—channel coupling is dis-
tributed across the channel as is the channel resistance, R 4,,..;- In addition to the channel
capacitance, there is the overlap capacitance, CGSO and CGDO.

It is convenient to approximate the total channel capacitance by splitting it into two
capacitors of equal size placed at the gate—source and gate—drain terminals as illustrated in
Fig. 4.1-9(c). These capacitors represent the charge that is stored in the channel of the MOS-
FET switch. In addition to these capacitors, there are the overlap capacitors, Cggo and Cgpo-
We will keep these two capacitors distinct because they cause different forms of charge trans-
fer during the operation of the switch. For example, when the switch is ON, there is a charge
in the channel, which must be removed before the switch can turn OFF. The flow of this
charge from the channel to the switch terminals is called channel charge injection. In addi-
tion to the channel charge injection, the clock at the gate of the switch is connected to the
switch terminals by the overlap capacitors. If there is any change of voltage across these

o Figure 4.1-8 Example of the influ-
ence of Iopr in a sample-and-hold

circuit.
—_— IOFF

+ pr— V()ul
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Figure 4.1-9 (a) Simple switch circuit useful for studying charge injection. (b) Distributed model for
the transistor switch. (c) Lumped model of Fig. 4.1-9(a).

capacitors, there will be a corresponding charge flow, which is called clock feedthrough. We
see there can be clock feedthrough whenever there is a change in the gate voltage with respect
to the switch terminals regardless of whether the switch is ON or OFF.

Let us first consider the channel charge injection using Fig. 4.1-9(a). When the switch is
ON, a charge will be stored in the channel, which is equal to

O channel — —WLCo,(Vy — vip — V1) (41—3)

where Vy, is the value of the clock waveform applied to the gate when the switch is ON, for
example, Vy = Vpp and v;,, = V. When the switch turns OFF, this charge is injected into the
source and drain terminals. If we assume the charge splits evenly, then half goes to the input
voltage source, v;,, and the other half to C;. The half that goes through C; creates a change
in voltage across C; given as

, —WLC,,(Vy — vi, — V.
_ QLh — ox( H Vin T) (41_4)

AV =
2C, 2C,

The charge injection does not influence v;, because it is a voltage source. We see from Eq.
(4.1-4) that the channel charge injection is a function of the input voltage and will vary as the
input voltage changes. We also know that the channel charge will have a time constant that is
equal to the resistance of the channel times the channel capacitance.
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Clock feedthrough (sometimes called charge injection and charge feedthrough) allows
charge to be transferred from the gate signal (which is generally a clock) to the drain and source
nodes—an undesirable but unavoidable effect. Clock feedthrough involves a complex process
whose resulting effects depend on a number of factors such as the layout of the transistor, its
dimensions, impedance levels at the source and drain nodes, and gate waveform. It is hopeless
to attempt to describe all of these effects precisely analytically—we have computers to do that!
Nevertheless, it is useful to develop a qualitative understanding of this important effect.

For the circuit in Fig. 4.1-9, it is of interest to examine the charge flow in the switch dur-
ing a high-to-low transition at the gate of ¢. Moreover, it is convenient to consider two cases
regarding the gate transition—a fast transition time and a slow transition time. Consider the
slow-transition case first (what is meant by slow and fast will be covered shortly). As the gate
is falling, some charge is being injected into the channel. However, initially, the transistor
remains on so that whatever charge is injected flows in the input voltage source, V. None of
this charge will appear on the load capacitor, C;. As the gate voltage falls, at some point, the
transistor turns off (when the gate voltage reaches Vg + V7). After the transistor turns off,
there is no other path for the charge injection other than through C;.

For the fast case, the time constant associated with the channel resistance and the channel
capacitance limits the amount of charge that can flow to the source voltage so that some of the
channel charge that is injected while the transistor is on contributes to the total charge on C;.

To develop some intuition about the fast and slow cases, it is useful to model the gate
voltage as a piecewise constant waveform (a quantized waveform) and consider the charge
flow at each transition as illustrated in Figs. 4.1-10(a) and 4.1-10(b). In these figures, the
range of voltage across C; illustrated represents the period while the transistor is on. In both

Voltage Figure 4.1-10 Illustration of (a) slow ramp and
4 (b) fast ramp using a quantized voltage ramp to
illustrate the effects due to the time constant of
the channel resistance and capacitance.
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cases, the quantized voltage step, AV, is the same, but the time between steps is different. The
voltage across C; is observed to be an exponential whose time constant is due to the channel
resistance and channel capacitance and does not change from the fast case to the slow case.

Analytical expressions have been derived that describe the approximate operation of a
transistor in the slow and fast regimes and include both channel charge injection and clock
feedthrough [2]. Consider the gate voltage traversing from Vy to V; (e.g., 5.0 V to 0.0 V,
respectively) described in the time domain as

Vg = VH — Ut (41—5)

where U is the magnitude of the slope of v5(f). When operating in the slow regime defined by
the relationship

V2
BVirr U (4.1-6)
2¢C;,
where Vs defined as
VHT = VH - VS - VT (41'7)

the error (the difference between the desired voltage Vg and the actual voltage V,) due to
charge injection can be described as

Ccharmel

W-CGDO + —— «UC, ~ W-CGDO

Verror = 2 + (Vs + VT - VL) (41-8)

26 Co
Cr

In the fast switching regime defined by the relationship
BVir
— << U 4.1-9
20, (4.1-9)

the error voltage is given as

Cchannel

VeITOr =

V3 W - CGDO
<VHT _B HT) (Vg + Vp — V) (4.1-10)

C, 6UC, C,

The following example illustrates the application of the charge feedthrough model given by
Egs. (4.1-5) through (4.1-10).

Calculation of Charge Feedthrough Error

Calculate the effect of charge feedthrough on the circuit shown in Fig. 4.1-9, where Vg =
1.0V, C, = 200 fF, W/L = 0.8 pm/0.8 wm, and V; is given for two cases illustrated below.
Use model parameters from Tables 3.1-2 and 3.2-1. Neglect AL and AW effects.



4.1 MOS Switch

Case 2

Case 1

— T 02ns

10 ns
Time

SOLUTION

Case 1: The first step is to determine the value of U in the expression
Vg = VH — Ut

For a transition from 5 Vto 0V in 0.2 ns, U = 25 X 10° V/s.
In order to determine operating regime, the following relationship must be tested:

Vi Vi
BVir >> U for slow or PViir
ZCL 2CL

<< U for fast

Observing that there is a backbias on the transistor switch affecting V5, Vyris
VHT: VH_ VS_ VT:5 —1—0.887 =3.113
giving

BVar 110 X 107° x 3.113?
2C, 2 X200 x 1071

= 2.66 X 10° << 25 X 10° thus fast regime

Applying Eq. (4.1-10) for the fast regime yields

123

_g . 158 x 107"
176 X 10718 + =22 = .
V. = 2 <3 113 — w)
error 200 X 10—15 . 30 X 10—3
176 X 10°"*
+ W(S + 0.887 — 0)

Veror = 19.7 mV
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Case 2: The first step is to determine the value of U in the expression
Vg = VH — Ut

For a transition from SVtoOVin10ns, U =5 X 108, thus indicating the slow regime
according to the following test:

2.66 X 10° >> 5 x 10°

. X —15
176 X 10718 + 1.58 X 10

2 314 X 107°\"2
Verror = —15 -6
200 X 10 220 X 10

176 X 10 '*
+ W(S + 0.887 — 0)

Viror = 10.95 mV

This example illustrates the application of the charge feedthrough model. The reader
should be cautioned not to expect Egs. (4.1-5) through (4.1-10) to give precise answers
regarding the amount of charge feedthrough one should expect in an actual circuit. The model
should be used as a guide in understanding the effects of various circuit elements and termi-
nal conditions in order to minimize unwanted behavior by design.

It is possible to partially cancel some of the feedthrough effects using the technique
illustrated in Fig. 4.1-11. Here a dummy MOS transistor MD (with source and drain both
attached to the signal line and the gate attached to the inverse clock) is used to apply an
opposing clock feedthrough due to M1. The area of MD can be designed to provide mini-
mum clock feedthrough. Typically, Wy /L, = 0.5 W,/L,. Unfortunately, this method never
completely removes the feedthrough and in some cases may worsen it. Also, it is necessary
to generate an inverted clock, which is applied to the dummy switch. Clock feedthrough can
be reduced by using the largest capacitors possible, using minimum-geometry switches, and
keeping the clock swings as small as possible. Typically, these solutions will create problems
in other areas, requiring some compromises.

The dynamic range limitations associated with single-channel MOS switches can be
avoided with the CMOS switch shown in Fig. 4.1-12. Using CMOS technology, a switch is
usually constructed by connecting p-channel and n-channel enhancement transistors in parallel
as illustrated. For this configuration, when ¢ is low, both transistors are off, creating an effec-
tive open circuit. When ¢ is high, both transistors are on, giving a low-impedance state. The
bulk potentials of the p-channel and the n-channel devices are taken to the highest and lowest
potentials, respectively. The primary advantage of the CMOS switch over the single-channel
MOS switch is that the dynamic analog-signal range in the ON state is greatly increased.

& ry Figure 4.1-11 The use of a dummy transistor to
cancel clock feedthrough.

Switch Dummy

transistor\ transistoN

M1 MD
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Figure 4.1-12 A CMOS switch.

Al

[
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The increased dynamic range of the analog signal is evident in Fig. 4.1-13, where the
on resistance of a CMOS switch is plotted as a function of the input voltage. In this figure,
the p-channel and n-channel devices are sized in such a way that they have equivalent resist-
ance with identical terminal conditions. The double-peak behavior is due to the n-channel
device dominating when v, is low and the p-channel dominating when v;, is high (near Vpp).
At the midrange (near Vpp/2), the parallel combination of the two devices results in a mini-
mum. The dip at midrange is due to mobility degradation effects and is not evident when ana-
lyzed using the LEVEL 1 model.

In many switch applications, the voltage available to turn on the switch is not large
enough. This is particularly true as the power supply voltages decrease or if the voltage to be
switched is midway between the power supply rails. In these cases, it is necessary to gener-
ate a gate overdrive voltage. Charge pumps are used to accomplish the gate overdrive voltage.
Figure 4.1-14 shows one method of generating a gate overdrive in a CMOS technology.
The operation of this circuit is straightforward. To more easily understand the basic principle
of the circuit, first ignore M4, M5, M7, and M8. Consider the other transistors (M1, M2, M3,
and M6) as simple switches. During the phase when ¢, is high and ¢ is low, Cpypp is
charged with the full supply voltage. When ¢, goes low and ¢ goes high, M1 turns on along
with M6, dumping a portion of the charge in Cpyyp into Cyopp, causing vppg; to go positive.

35 Figure 4.1-13 rgy of
i Fig 4.1-12 as a function of
E <4— n-channel dominates the voltage vy,.

p-channel dominates ——

30

Switch ON resistance (k)

1.5 L L LN B LN NN BRI BN LI

0.0 1.0 2.0 3.0 4.0 5.0

vy, (volts)
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Figure 4.1-14 Voltage doubler used to provide gate overdrive.

If both capacitors are equal and the charge is transferred ideally, then after the first pump, vpp;
will be equal to Vpp + 0.5(Vpp — Vis). After many cycles, vpg, will be at 2V, with respect
to Vg (assuming there is no current drain on the vz, node). The switches M4, M5, M7, and
MS are for the purpose of keeping the bulk sources of M3 and M6 reverse biased during the
operation of the charge pump.

In this section we have seen that MOS transistors make one of the best switch realiza-
tions available in integrated-circuit form. They require small area, dissipate very little power,
and provide reasonable values of gy and ropr for most applications. The inclusion of a good
realization of a switch into the designer’s basic building blocks will produce some interesting
and useful circuits and systems that will be studied in the following chapters.

MOS Diode/Active Resistor

When the gate and drain of an MOS transistor are tied together as illustrated in Figs. 4.2-1(a)
and 4.2-1(b), the I-V characteristics are qualitatively similar to a pn-junction diode, thus the
name MOS diode. The MOS diode is used as a component of a current mirror (Section 4.4)
and for level translation (voltage drop).

The I-V characteristics of the MOS diode are illustrated in Fig. 4.2-1(c) and described by
the large-signal equation for drain current in saturation (the connection of the gate to the drain
guarantees operation in the saturation region) shown below.

K'W B
I=1I,= (2L> [(Vos — Vo)l = 5 Ves = V) (4.2-1)
or
V="Vs=Vps=Vr+ V2,8 (4.2-2)
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Figure 4.2-1 Active resistor. (a) n-Channel. (b) p-Channel. (c) I-V characteristics for n-channel case.
(d) Small-signal model.
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If Vor I is given, then the remaining variable can be designed using either Eq. (4.2-1) or Eq.
(4.2-2) and solving for the value of .

Connecting the gate to the drain means that v,g controls ip and therefore the channel
transconductance becomes a channel conductance. The small-signal model of an MOS diode
(excluding capacitors) is shown in Fig. 4.2-1(d). It is easily seen that the small-signal resist-
ance of an MOS diode is

1 1
o= ————————— = — (4.2-3)
8m + 8mbs + 8ds Em

where g, is greater than g,,;,; or g4.
An illustration of the application of the MOS diode is shown in Fig. 4.2-2, where a bias

voltage is generated with respect to ground (the value of such a circuit will become obvious
later). Noting that Vg = Vg for both devices,

VDS =V 21/6 + VT = VON + VT (42-4)
Veias = Vpsi + Vpso = 2Von + 2V7 (4.2-5)

The MOS switch described in Section 4.1 and illustrated in Fig. 4.1-2 can be viewed as a
resistor, albeit rather nonlinear, as illustrated in Fig. 4.1-4. The nonlinearity can be mitigated
where the drain and source voltages vary over a small range so that the transistor ON resist-
ance can be approximated as small-signal resistance. Figure 4.2-3 illustrates this point show-
ing a configuration where the transistor’s drain and source form the two ends of a “floating”
resistor. For the small-signal premise to be valid, vpg is assumed small. The /-V characteristics
of the floating resistor are given by Fig. 4.1-3. Consequently, the range of resistance values is
large but nonlinear. When the transistor is operated in the nonsaturation region, the resistance
can be calculated from Eq. (4.1-2), repeated below, where vpg is assumed small.

L

= (4.2-6)
K'W(Vgs — Vo)

Fas
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Calculation of the Resistance of an Active Resistor

The floating active resistor of Fig. 4.2-3 is to be used to design a 1 k() resistance. The dc value
of V4 5 = 2 V. Use the device parameters in Table 3.1-2 and assume the active resistor is an
n-channel transistor with the gate voltage at 5 V. Assume that Vpg = 0.0. Calculate the
required W/L to achieve 1 k() resistance. The bulk terminal is 0.0 V.

SOLUTION

Before applying Eq. (4.2-6), it is necessary to calculate the new threshold voltage, V1, due to
Vs not being zero (IVggl = 2 V). From Eq. (3.1-2) the new V7 is found to be 1.022 V. Equating
Eq. (4.2-6) to 1000 () gives a W/L of 4.597 = 4.6.

Current Sinks and Sources

A current sink and current source are two terminal components whose current at any instant
of time is independent of the voltage across their terminals. The current of a current sink or
source flows from the positive node, through the sink or source, to the negative node. A cur-
rent sink typically has the negative node at Vg and the current source has the positive node
at Vpp. Figure 4.3-1(a) shows the MOS implementation of a current sink. The gate is taken
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Figure 4.3-1 (a) Current sink.
l louT Vv (b) Current—voltage characteris-
pa— tics of (a).

-Vio Vourt

(a) (b)

to whatever voltage is necessary to create the desired value of current. The voltage divider of
Fig. 4.2-2 can be used to provide this voltage. We note that in the nonsaturation region the
MOS device is not a good current source. In fact, the voltage across the current sink must be
larger than Vi in order for the current sink to perform properly. For Fig. 4.3-1(a) this
means that

vour = Vee — Vo (4.3-1)

If the gate—source voltage is held constant, then the large-signal characteristics of the MOS
transistor are given by the output characteristics of Fig. 3.1-3. An example is shown in Fig.
4.3-1(b). If the source and bulk are both connected to ground, then the small-signal output
resistance is given by [see Eq. (3.3-9)]

RER\2

= 4.3-2
Tout VA VA ( )

If the source and bulk are not connected to the same potential, the characteristics will not
change as long as Vpg is a constant.

Figure 4.3-2(a) shows an implementation of a current source using a p-channel transis-
tor. Again, the gate is taken to a constant potential as is the source. With the definition of voyr
and igyt of the source as shown in Fig. 4.3-2(a), the large-signal I-V characteristic is shown
in Fig. 4.3-2(b). The small-signal output resistance of the current source is given by Eq. (4.3-2).
The source—drain voltage must be larger than Vyy for this current source to work properly.
This current source works only for values of voyr given by

vour = Veg + |Vl (4.3-3)
Figure 4.3-2 (a) Current source.

Vi (b) Current—voltage characteris-
DN tics of (a).

’ v,
VGG + IVTO' VDD ouT

(b)
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The advantage of the current sink and source of Figs. 4.3-1(a) and 4.3-2(a) is their simplici-
ty. However, there are two areas in which their performance may need to be improved for
certain applications. One improvement is to increase the small-signal output resistance—
resulting in a more constant current over the range of voyr values. The second is to reduce
the value of V., thus allowing a larger range of vout over which the current sink/source
works properly. We shall illustrate methods to improve both areas of performance. First,
the small-signal output resistance can be increased using the principle illustrated in
Fig. 4.3-3(a). This principle uses the common-gate configuration to multiply the source
resistance r by the approximate voltage gain of the common-gate configuration with an infi-
nite load resistance. The exact small-signal output resistance r,, can be calculated from the
small-signal model of Fig. 4.3-3(b) as

Y
Tout = Lut =1+ rgo T w2 T &ups2)Tas2l? = (ot as2)T (4.3-4)

lout

where g7 >> 1 and 2,0 > gmpso-

The above principle is implemented in Fig. 4.3-4(a), where the output resistance (r,;) of
the current sink of Fig. 4.3-1(a) should be increased by the common-gate voltage gain of M2.
To verify the principle, the small-signal output resistance of the cascode current sink of Fig.
4.3-4(a) will be calculated using the model of Fig. 4.3-4(b). Since vy, = —v; and vy = 0,
summing the currents at the output node gives

lout T &maVi T &mbs2Vi = Gas2(Vour — V1) (4.3-5)
Since v| = i1, We can solve for r,, as

Vout
Four = .Ou = Faso(1 + guotasi T mbsalast + gasalas) (4.3-6)

lout

= rast t ra2 + Guarasitasa(1 + m2)
Typically, g7 1s greater than unity so that Eq. (4.3-6) simplifies to

Tout = (ngrdSZ)rdsl (43_7)

-«—
o]
8 mZVng +
)
8mbs2¥bs2
+ out
r v.r2
o]
(@ (b)

Figure 4.3-3 (a) Technique for increasing the output resistance of a resistor
(b) Small-signal model for the circuit in (a).
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Figure 4.3-4 (a) Circuit for increasing r,, of a current sink. (b) Small-signal model
for the circuit in (a).

We see that the small-signal output resistance of the current sink of Fig. 4.3-4(a) is increased
by the factor of g, 4.

Calculation of Output Resistance for a Current Sink

Use the model parameters of Table 3.1-2 to calculate (a) the small-signal output resistance for
the simple current sink of Fig. 4.3-1(a) if Ioyr = 100 pwA; and (b) the small-signal output
resistance if the simple current sink of (a) is inserted into the cascode current-sink configura-
tion of Fig. 4.3-4(a). Assume that W\/L, = W,/L, = 1.

SOLUTION

(a) Using A = 0.04 and Ioyr = 100 pA gives a small-signal output resistance of 250 k().
(b) The body-effect term, g, can be ignored with little error in the result. Equation (3.3-6)
gives g,,1 = & = 148 WA/ V. Substituting these values into Eq. (4.3-7) gives the small-signal
output resistance of the cascode current sink as 9.25 M().

The other performance limitation of the simple current sink/source was the fact that the
constant output current could not be obtained for all values of voyr. This was illustrated in Figs.
4.3-1(b) and 4.3-2(b). While this problem may not be serious in the simple current sink/source,
it becomes more severe in the cascode current-sink/source configuration that was used to
increase the small-signal output resistance. It therefore becomes necessary to examine methods
of reducing the value of Vi [3]. Obviously, Vi can be reduced by increasing the value of
W/L and adjusting the gate—source voltage to get the same output current. However, another
method that works well for the cascode current-sink/source configuration will be presented.

We must introduce an important principle used in biasing MOS devices before showing
the method of reducing Vyn of the cascode current sink/source. This principle can best be
illustrated by considering two MOS devices, M1 and M2. Assume that the applied dc
gate—source voltage Vg can be divided into two parts, given as

Ves = Von + Vr (4.3-8)
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where Vy is that part of Vg that is in excess of the threshold voltage, V7. This definition

allows us to express the minimum value of vpg for which the device will remain in
saturation as

VDs(Sat) = VGS - VT = VON (43—9)

Thus, Vyy can be thought of as the minimum drain—source voltage for which the device
remains saturated. In saturation, the drain current can be written as

!

KW
=" (Vow)? (4.3-10)

The principle to be illustrated is based on Eq. (4.3-10). If the currents of two MOS devices
are equal (because they are in series), then the following relationship holds:

K'W KW
L (Vo) = =22 (Vo) (4.3-11)
L L,

If both MOS transistors are of the same type, then Eq. (4.3-11) reduces to

W, 2 W, 5
?(VONI) = ?(VONz) (4.3-12)
1 2

or

(2)
L)  (Vow)

(Wz) ~ (Vowr)?
L,

The principle above can also be used to define a relationship between the current and
WIL ratios. If the gate—source voltages of two similar MOS devices are equal (because
they are physically connected), then Vjy,; is equal to Vyy,. From Eq. (4.3-10) we can

write
. W, . W,
Ip1 L, = Ip2 L, (4.3-14)

Equation (4.3-13) is useful even though the gate—source terminals of M1 and M2 may
not be physically connected because voltages can be identical without being physically con-
nected, as will be seen in later material. Equations (4.3-13) and (4.3-14) represent a very
important principle that will be used not only in the material immediately following but
throughout this text to determine biasing relationships.

(4.3-13)
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Consider the cascode current sink of Fig. 4.3-5(a). Our objective is to use the above prin-
ciple to reduce the value of V. If we ignore the bulk effects on M2 and M4 and assume
that M1, M2, M3, and M4 are all matched with identical W/L ratios, then the gate—source
voltage of each transistor can be expressed as V; + Vjy as shown in Fig. 4.3-5(a). At the gate
of M2 we see that the voltage with respect to the lower power supply is 2V; + 2Vy. In order
to maintain current-sink/source operation, it will be assumed that M1 and M2 must have at
least a voltage of Vyy as given in Eq. (4.3-9). In order to find Vi of Fig. 4.3-5(a) we can
rewrite Eq. (3.1-15) as

Vp = Vg — VT (43—15)
Since Vg, = 2Vy + 2 Vo, substituting this value into Eq. (4.3-15) gives
VDz(min) = VMIN = VT + 2V0N (43-16)

The current—voltage characteristics of Fig. 4.3-5(a) are illustrated in Fig. 4.3-5(b), where the
value of Vyn of Eq. (4.3-16) is shown.

Vmin of Eq. (4.3-16) is dropped across both M1 and M2. The drop across M2 is Vgu
while the drop across M1 is V; + V. From the results of Eq. (4.3-9), this implies that Vyy
of Fig. 4.3-5 could be reduced by V; and still keep both M1 and M2 in saturation. Figure
4.3-6(a) shows how this can be accomplished [4]. The W/L ratio of M4 is made one-quarter
of the identical W/L ratios of M1 through M3. This causes the gate—source voltage across M4
to be V; + 2V, rather than V; + V. Consequently, the voltage at the gate of M2 is now
Vi + 2Voy. Substituting this value into Eq. (4.3-15) gives

VDz(min) = VMIN = 2VON (43—17)

The resulting current—voltage relationship is shown in Fig. 4.3-6(b). It can be seen that a volt-
age of 2V is across both M1 and M2, giving the lowest value of Vyy and still keeping both
M1 and M2 in saturation. Using this approach and increasing the W/L ratios will result in min-
imum values of V.

Irgr l iour
2V, 42V, <+
—eeee Q) .
+ lout VN

M2 /
M4 !
J=—0 '

V,

‘:T +Von our X
M1 + :
M3 | | !
I
<—-I + l—_> Vi+Von 1
I
VT + V()N \
- _ I
— |
+

° 0
% Vi+2Voy Vour

(a) (b)

Figure 4.3-5 (a) Standard cascode current sink. (b) Output characteristics of circuit in (a).



134 ANALOG CMOS SUBCIRCUITS

IREF l

IREF l

lour

Vour(sat)

?Example

M2 | +

1/1 /
| | -~
M4 Vv 1
! 1 OoN
+ v

Mi
w =
11 Vp+Voy 11

° 0
% 2Von Vour

(@) (b)
Figure 4.3-6 (a) High-swing cascode. (b) Output characteristics of circuit in (a).

Designing the Cascode Current Sink for a Given Vi

Use the cascode current-sink configuration of Fig. 4.3-6(a) to design a current sink of 100 pA
and a Vyn of 1 V. Assume the device parameters of Table 3.1-2.

SOLUTION

With Vyn of 1V, choose Vyy = 0.5 V. Using the saturation model, the W/L ratio of M1
through M3 can be found from

w2 2 X 100 X 107°
— = =727

L K'VZ 110x107°x 025

The W/L ratio of M4 will be one-quarter this value or 1.82.

A problem exists with the circuit in Fig. 4.3-6. The V5 of M1 and the Vg of M3 are not
equal. Therefore, the current igyt will not be an accurate replica of Izxgr due to channel length
modulation as well as drain-induced threshold shift. If precise mirroring of the current Izgg to
Iouyr is desired, a slight modification of the circuit of Fig. 4.3-6 will minimize this problem.
Figure 4.3-7 illustrates this fix. An additional transistor, M5, is added in series with M3 so as
to force the drain voltages of M3 and M1 to be equal, thus eliminating any errors due to chan-
nel length modulation and drain-induced threshold shift.

The above technique will be useful in maximizing the voltage-signal swings of cascode
configurations to be studied later. This section has presented implementations of the current
sink/source and has shown how to boost the output resistance of an MOS device. A very
important principle that will be used in biasing was based on relationships between the excess
gate—source voltage Vjy, the drain current, and the W/L ratios of MOS devices. This princi-
ple was applied to reduce the voltage Vyn of the cascode current source.

When power dissipation must be kept at a minimum, the circuit in Fig. 4.3-7 can be mod-
ified to eliminate one of the Izgr currents. Figure 4.3-8 illustrates a self-biased cascode cur-
rent source that requires only one reference current [5]. While this circuit eliminates a bias
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Figure 4.3-7 Improved high-swing
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voltage, it has two disadvantages. The first is that the resistor R can become quite large if the
current is small and the second is that another node has been introduced into the circuit, cre-

ating a parasitic pole.

?V-Example

Designing the Self-Biased High-Swing Cascode Current Sink for a Given Vy

Use the cascode current-sink configuration of Fig. 4.3-8 to design a current sink of 250 nA
and a Vyyn of 0.5 V. Assume the device parameters of Table 3.1-2.

SOLUTION

With Vyn of 0.5V, choose Vo = 0.25 V. Using the saturation model, the W/L ratio of M1
and M3 can be found from

W 2iour 500 X 10~°

L K'V3 110 X 10°° X 0.0625

I Figure 4.3-8 Self-biased high-swing cascode current
REF l source.

ouT
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The back-gate bias on M2 and M4 is —0.25 V. Therefore, the threshold voltage for M2 and
M4 is calculated to be

Vi =07+ 04 ( V025 + 0.7 — \/0.7) = 0.755

Taking into account the increased value of the threshold voltage, the gate voltage of M4 and
M2 is

Ves = 0.755 + 0.25 + 0.25 = 1.255
The gate voltage of M1 and M3 is

Vg = 0.70 + 0.25 = 0.95

Both terminals of the resistor are now defined so that the required resistance value is easily
calculated to be

Vs — V., 1.255 — 0.
o~ Var 12557095 g0

R = —6 —6
250 X 10 250 X 10

It was seen that if a resistance is inserted between the source and ground of a current sink,
the output resistance is increased. This was demonstrated by small-signal analysis in Egs.
(4.3-4) and (4.3-6). However, from a design viewpoint we should understand the principle
that enables this result so that it can be used in future designs to either increase or decrease
the resistance at a port. The principle at hand is negative feedback applied to a single port. It
is characterized by a concept called Blackman’s formula [6]. Blackman’s formula is based on
Fig. 4.3-9 where the port of interest is designated as X. In Fig. 4.3-9(a), a controlled or
dependent source is shown. The controlling variable can be a voltage, v, or current, i.. The
source that is controlled can be a voltage source, kv,, or a current source, ki., where the con-
trolling parameter is k. In Fig. 4.3-9(b), the dependent source has been converted into an inde-
pendent voltage source designated as kv or an independent current source designated as ki, .
When this is done, the feedback loop is opened and a quantity called return ratio can be cal-
culated. The return ratio is simply the negative ratio of the controlling variable divided by the
primed controlling variable. There are two types of return ratio, the return ratio with port X
open-circuited (i, = 0) and the return ratio with port X short-circuited (v, = 0). It can be shown
that the input resistance at port X of Fig. 4.3-9(a) is [7]

o ke L
— = — =
Port Port
Vx Y Ve kve Vx Y ve kv
o0— — - o— L — -
Rest of the feedback circuit Rest of the feedback circuit

(a) (b)

Figure 4.3-9 (a) Application of Blackman’s formula to find the resistance at
port X. (b) Circuit used to find the return ratio of Blackman’s formula.
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Figure 4.3-10 (a) Figure 4.3-3(b) with v,, = 0 and v,,, = 0 V. (b) Conversion
of Fig. 4.3-10(a) from Fig 4.3-9(a) to Fig. 4.3-9(b), which can also be used for
the open-circuit port if i, = 0. (¢) Short-circuit form of Fig. 4.3-10(b).

1 + RR(port shorted)
R, =R, (k=0) (4.3-18)
1 + RR(port opened)

where RR is the return ratio (—v./v; or —i./i.). Let us apply this formula to Fig. 4.3-3(a) to
derive Eq. (4.3-4) in the following example.

Application of Blackman’s Formula to Fig. 4.3-3(a)

Apply Blackman’s formula given in Eq. (4.3-18) to the current sink of Fig. 4.3-3(a). To sim-
plify the example, we will assume that v,; = 0 V.

SOLUTION

Figure 4.3-10 shows the process of converting Fig. 4.3-3(b) into the form of Fig. 4.3-9(b). The
output resistance with g,,, = 0 is

Ruut(ng = 0) = Tds2 +r

The return ratio with the port shorted (v, = 0) is found as

. Ve Tas2 7
Return ratio (v, = 0) = —— = g
v

c

The return ratio with the port open (i, = 0) is found as
v
Return ratio (i, = 0) = —— =0
v
because if i, = 0, then all of the current g,,v. flows through r,, and none through r.
Substituting these values in Eq. (4.3-18) gives the output resistance as

1 + RR(port shorted) Tis2 ¥
= (raz + D\ &m2
1 + RR(port opened) Fasp T 1

Rnut = Rout(ng = O)

= Ty T molast

which is identical to Eq. (4.3-4) if g, = 0.
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The key principle we learn from the influence of feedback through Blackman’s formula
is that if the resistance is to be increased, we want to find a feedback circuit where the
return ratio goes to zero when the port is opened. On the other hand, if we want the resist-
ance at a port to decrease, we want to find a feedback circuit where the return ratio goes to
zero when the port is shorted. In terms of feedback concepts, the first case is called series
feedback and the second case is called shunt feedback. Generally, if the controlling vari-
able is voltage, v,, the feedback is series, and if the controlling variable is current, i., the
feedback is shunt.

Current Mirrors

Current mirrors are simply an extension of the current sink/source of the previous section. In
fact, it is unlikely that one would ever build a current sink/source that was not biased as a cur-
rent mirror. The current mirror uses the principle that if the gate—source potentials of two
identical MOS transistors are equal, the channel currents should be equal. Figure 4.4-1 shows
the implementation of a simple n-channel current mirror. The current #; is assumed to be
defined by a current source or some other means and i, is the output or “mirrored” current.
MI is in saturation because vpg = Vggi. Assuming that vy = vggr — Vipp allows us to use
the equations in the saturation region of the MOS transistor. In the most general case, the ratio

of ip to i;is
i£ . (L1W2) (VGS - Vn>2 |:1 + )\VDSZ (I(é)j| (44 1)
i WiL,) \Vgs — Vi 1 + Nvpsi \Ki .
Normally, the components of a current mirror are processed on the same integrated circuit and

thus all of the physical parameters such as Vand K’ are identical for both devices. As a result,
Eq. (4.4-1) simplifies to

] LW, 1+ A\v
1.70 _ ( 1 2> ( DSZ) (4.4-2)
ly W1L2 1+ )\VDSI
If vps, = vps1 (not always a good assumption), then the ratio of i,/i; becomes
i LW.
2 = ( ; 2) (4.4-3)
I WL,

Figure 4.4-1 n-Channel current mirror.

Vpsi :||_+—|l: VDs2
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Consequently, iy/i; is a function of the aspect ratios that are under the control of the designer.
There are three effects that cause the current mirror to be different from the ideal situa-
tion of Eq. (4.4-3). These effects are (1) channel length modulation, (2) threshold offset
between the two transistors, and (3) imperfect geometrical matching. Each of these effects
will be analyzed separately.
Consider the channel length modulation effect. Assuming all other aspects of the transistor
are ideal and the aspect ratios of the two transistors are both unity, then Eq. (4.4-2) simplifies to

io . 1+ )\VDS2

= 4.4-4
i] 1+ )\VDSI ( )

with the assumption that A is the same for both transistors. This equation shows that differences
in drain—source voltages of the two transistors can cause a deviation from the ideal unity cur-
rent gain or current mirroring. Figure 4.4-2 shows a plot of current ratio error versus vps, —
vpsi for different values of A with both transistors in the saturation region. Two important facts
should be recognized from this plot. The first is that significant ratio error can exist when the
mirror transistors do not have the same drain—source voltage and second, for a given difference
in drain—source voltages, the ratio of the mirror current to the reference current improves as A
becomes smaller (output resistance becomes larger). Thus, a good current mirror or current
amplifier should have identical drain—source voltages and a high output resistance.

The second nonideal effect is that of offset between the threshold voltage of the two tran-
sistors. For clean silicon-gate CMOS processes, the threshold offset is typically less than
10 mV for transistors that are identical and in close proximity to one another.

Consider two transistors in a mirror configuration where both have the same
drain—source voltage and all other aspects of the transistors are identical except V7. In this
case, Eq. (4.4-1) simplifies to

: 2
lo Vs — Vn
- = < (4.4-5)
I ves — Vi
] Figure 4.4-2 Plot of ratio error (in
50 0.0 %) versus drain voltage difference
R — A =0 . .
i for the current mirror of Fig. 4.4-1.
< 70 , For this plot, vpg; = 2.0 V.
=) R Ratio Error Vps2 = Vpsi (volts)
= 60 A= 0015
| ]
50
2l z i
S S ]
<Y 40 4 A= 0.01
+ |+ i
— 30
5 .
= .
5 ]
8 20
= i
~ ]
1.0
0.0 ¥
0.0 1.0 2.0 3.0 4.0 5.0

Vpss = Vpsi (volts)
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Figure 4.4-3 shows a plot of the ratio error versus AV, where AV, = Vy — Vp. It is
obvious from this graph that better current-mirror performance is obtained at higher
currents, because vgg is higher for higher currents and thus AV, becomes a smaller
percentage of vgg.

It is also possible that the transconductance gain K’ of the current mirror is also mis-
matched (due to oxide gradients). A quantitative analysis approach to variations in both K’
and V7 is now given. Let us assume that the W/L ratios of the two mirror devices are exact-
ly equal but that K’ and V; may be mismatched. Equation (4.4-5) can be rewritten as

LO _ K; (vgs — VTz)2

- ; (4.4-6)
I Ki (vgs — V7'1)2

where vgs, = vasa = Vgs. Defining AK’ = K, — Kjand K’ = 0.5(K%, + K}) and AV, = Vi —
Vriand Vi = 0.5V, + Vi) gives

K| =K' — 0.5AK’ (4.4-7)
K, = K' + 0.5AK’ (4.4-8)
Vi = Vr — 0.5AV, (4.4-9)
Vip = Vp + 0.5AV; (4.4-10)

Substituting Eqs. (4.4-7) through (4.4-10) into Eq. (4.4-6) gives

o _ (K' + 0.5AK)(vgs — Vi — 0.5AVy)
ii (K" — 0.5AK)(vgs — Vr + 0.5AV))

(4.4-11)
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Factoring out K’ and (vgg — Vi) gives

( AK’) ( AV; )2
R |- —T
l£ . 2K 2(VGS - VT)
L ’ 2
2K 2(VGS - VT)

Assuming that the quantities in Eq. (4.4-12) following the “1” are small, Eq. (4.4-12) can be
approximated as

io AK' AK' AVy 2 AVy 2
—=|1+ - 1+ (1 - l—— (4.4-13)
1 2K 2K’ 2(VGS - VT) 2(VGS - VT)

Retaining only first-order products gives

(4.4-12)

io_ ,AK 24V,

i[ K’ Vgs — VT

(4.4-14)

If the percentage change of K’ and V; are known, Eq. (4.4-14) can be used on a worst-case
basis to predict the error in the current-mirror gain. For example, assume that AK'/K’ = +5%
and AV;/(vgs — V) = £10%. Then the current-mirror gain would be given as ip/i; = 1 *
0.05 = (—0.20) or 1 = (—0.15) amounting to a 15% error in gain assuming the tolerances of
K’ and V; are correlated.

The third nonideal effect of current mirrors is the error in the aspect ratio of the two devices.
We saw in Chapter 3 that there are differences in the drawn values of W and L. These are due to
mask, photolithographic, etch, and outdiffusion variations. These variations can be different
even for two transistors placed side by side. One way to avoid the effects of these variations is
to make the dimensions of the transistors much larger than the typical variation one might see.
For transistors of identical size with W and L greater than 10 pm, the errors due to geometrical
mismatch will generally be insignificant compared to offset-voltage and vg-induced errors.

In some applications, the current mirror is used to multiply current and function as a cur-
rent amplifier. In this case, the aspect ratio of the multiplier transistor (M2) is much greater
than the aspect ratio of the reference transistor (M1). To obtain the best performance, the geo-
metrical aspects must be considered. An example will illustrate this concept.

Aspect Ratio Errors in Current Amplifiers
Figure 4.4-4 shows the layout of a one-to-four current amplifier. Assume that the lengths are
identical (L, = L,) and find the ratio error if W; = 5 £ 0.1 pum and W, = 20 £ 0.1 pm.
SOLUTION
The actual widths of the two transistors are

W;=5%x0.1 um
and

W, =20 + 0.1 pm



142 ANALOG CMOS SUBCIRCUITS

) ;
M2 H Ml
‘ [ m | + | M1 M2 | 4
m] N 0
% Vps2
GND ;] +

S 7

Figure 4.4-4 Layout of current mirror without AW correction.

We note that the tolerance is not multiplied by the nominal gain factor of 4. The ratio of W,
to W, and consequently the gain of the current amplifier is

io W, 20401 4(1 + (0.1/20)) N 4(1 . 0.1)(1 ~ tO.l)
i W, 5=01 1 % (0.1/5) ~ 20 5
0.1  *04
~ 4(1 = — > =4 — (£0.03)

where we have assumed that the variations would both have the same sign. It is seen that this
ratio error is 0.75% of the desired current ratio or gain.

The error noted above would be valid if every other aspect of the transistor were matched
perfectly. A solution to this problem can be achieved by using proper layout techniques as
illustrated in Appendix B. The correct one-to-four ratio should be implemented using four
duplicates of the transistor M 1. In this way, the tolerance on W, is multiplied by the nominal
current gain. Let us reconsider the above example using this approach.

Reduction of the Aspect Ratio Error in Current Amplifiers

Use the layout technique illustrated in Fig. 4.4-5 and calculate the ratio error of a current
amplifier having the specifications of the previous example.

M2d i i
~ | |
] m
Ml M2
u u — i
| =1 >
= GND

Figure 4.4-5 Layout of current mirror with AW correction as well as common-centroid layout
techniques.
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SOLUTION
The actual widths of M1 and M2 are
W, =5 %= 0.05 pum
and
W, = 4(5 = 0.05) pm
The ratio of W, to W, and consequently the current gain is seen to be

io 45 *0.05)

i,  5=005

4

In the above examples we made the assumption that AW should be the same for all tran-
sistors. Unfortunately, this is not true, but the AW matching errors will be small compared to
the other error contributions. If the widths of two transistors are equal but the lengths differ,
the scaling approach discussed above for the width is also applicable to the length. Usually
one does not try to scale the length because the tolerances are greater than the width toler-
ances due to diffusion (outdiffusion) under the polysilicon gate.

We have seen that the small-signal output resistance is a good measure of the perfection
of the current mirror or amplifier. The output resistance of the simple n-channel mirror of Fig.
4.4-1 is given as

— = (4.4-15)

Higher-performance current mirrors will attempt to increase the value of r,,. Equation
(4.4-15) will be the point of comparison.

Up to this point we have discussed aspects of and improvements on the current mirror or
current amplifier shown in Fig. 4.4-1, but there are ways of improving current-mirror per-
formance using the same principles employed in Section 4.3. The current mirror shown in
Fig. 4.4-6 applies the cascode technique, which reduces ratio errors due to differences in out-
put and input voltages.

i l inl Figure 4.4-6 Standard cascode current sink.

M3 :I: :l: M4

w JH— »
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Figure 4.4-7 Small-signal model for the circuit of Fig. 4.4-6.

Figure 4.4-7 shows an equivalent small-signal model of Fig. 4.4-6. To find the small-sig-
nal output resistance, set i; = 0. This causes the small-signal voltages v, and v; to be zero.
Therefore, Fig. 4.4-7 is exactly equivalent to the circuit of Example 4.3-1. Using the correct
subscripts for Fig. 4.4-7, we can use the results of Eq. (4.3-6) to write

Tout = Tas2 T Tass + GumalasaTasa(l + 1m4) (4.4-16)

We have already seen from Example 4.3-1 that the small-signal output resistance of this con-
figuration is much larger than for the simple mirror of Eq. (4.4-15).

Another current mirror is shown in Fig. 4.4-8. This circuit is an n-channel implementa-
tion of the well-known Wilson current mirror [8]. The output resistance of the Wilson current
mirror is increased through the use of negative current feedback. If i, increases, then the cur-
rent through M2 also increases. However, the mirroring action of M1 and M2 causes the cur-
rent in M1 to increase. If i; is constant and if we assume there is some resistance from the gate
of M3 (drain of M1) to ground, then the gate voltage of M3 is decreased if the current i,
increases. The loop gain is essentially the product of g,,; and the small-signal resistance seen
from the drain of M1 to ground.

Figure 4.4-8 Wilson current mirror.

'} !

w J—[ v
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It can be shown that the small-signal output resistance of the Wilson current source of
Fig. 4.4-8 is

1+ rysg,5 (1 + + 21" as18€malds
ds38m3 ( 73) 81d133d3) (4.4-17)

Tout = Tqs3 T ”dsz( ¥ gr
m2'ds2

The output resistance of Fig. 4.4-8 is seen to be comparable with that of Fig. 4.4-6.

Unfortunately, the behavior described above for the current mirrors or amplifier requires
a nonzero voltage at the input and output before it is achieved. Consider the cascode current
mirror of Fig. 4.4-6 from a large-signal viewpoint. This voltage at the input, designated as
V,(min), can be shown to depend on the value of i; as follows. Since v,; = 0 for both M1 and
M3, these devices are always in saturation. Therefore, we may express V;(min) as

2i 172 L 1/2 L 12
V,(min) = <K’> [(W‘> + <W3) } + (Vi + Vi) (4.4-18)
1 3

It is seen that for a given i; the only way to decrease V,(min) is to increase the W/L ratios of
both M1 and M3. One must also remember that V3 will be larger due to the back-gate bias
on M3. The techniques used to reduce Vyy at the output of the cascode current sink/source
in Section 4.3 are not applicable to the Wilson current source.

For the cascoded current sink of Fig. 4.4-6 we are also interested in the voltage, Vi,
where M4 makes the transition from the nonsaturated region to the saturated region. This volt-
age can be found from the relationship

Vpsa = (Vassa — Vi) (4.4-19)
or
Vps = Vos — Viy (4.4-20)

which is when M4 is on the threshold between the two regions. Equation (4.4-20) can be used
to obtain the value of Vyy as

21] 12 L] 12 Lg 172
Vain =V, — Vy = (K') {<W1> + <Ws> } + (Vi + Viz = Vi) (4.4-21)

For voltages above Vyy, the transistor M4 is in saturation and the output resistance should be
that calculated in Eq. (4.4-16). Since the value of voltage across M2 is greater than necessary
for saturation, the technique used to decrease Vyyy in Section 4.3 can be used to decrease V-

Similar relationships can be developed for the Wilson current mirror or amplifier. If M3
is saturated, then V;(min) is expressed as

AN\ (L, \? Ly \ 2
V(min) = (K’ > [(W) + (W) } + (Vi + Vi3) (4.4-22)
2 3

For M3 to be saturated, voyr must be greater than Vqyr(sat) given as

2]0 172 L2 172 L3 172
VOUT(Sat) = V] - VT3 = (I{’) [(%> + (‘/‘/3) :| + VT2 (44—23)
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Figure 4.4-9 (a) Wilson current mirror redrawn. (b) Wilson current mirror modified to
increase r,,, at M2.

It is seen that both of these circuits require at least 2V across the input before they behave as
described above. Larger W/L ratios will decrease V;(min) and Vgyr(sat).

An improvement on the Wilson current mirror can be developed by viewing from a dif-
ferent perspective. Consider the Wilson current mirror redrawn in Fig. 4.4-9. Note that the
resistance looking into the diode connection of M2 is

Py = —— %2 (4.4-24)
2= 4=
" L+ guolras
If the gate of M2 is tied to a bias voltage so that ry;, becomes
Tds2
e = 7 = i = Fas2 (4.4—25)
L + guorae
then the expression for r,, is given as
1+ ryag.s (1 + + 81V as18€m3tds
Fou = Fas + rm( ds38m3 ( 7713) Em1Tds18m3 d3) (4.4-26)
Tout = Tas28m1¥as18malds3 (4.4-27)

This new current mirror illustrated fully in Fig. 4.4-10 is called a regulated cascode [9]
and it achieves an output resistance on the order of g,i r.

Each of the current mirrors discussed above can be implemented using p-channel
devices. The circuits perform in an identical manner and exhibit the same small-signal output
resistance. The use of n-channel and p-channel current mirrors will be useful in dc biasing of
CMOS circuits.
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I, l - l 1, l Figure 4.4-10 Regulated cascode current mirror.
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Current and Voltage References

An ideal current or voltage reference is independent of power supply and temperature. Many
applications in analog circuits require such a building block, which provides a stable current
or voltage. The large-signal current and voltage characteristics of an ideal current and voltage
reference are shown in Fig. 4.5-1. These characteristics are identical to those of the ideal cur-
rent and voltage source. The term reference is used when the current or voltage values have
more precision and stability than ordinarily found in a source. A reference is typically depend-
ent on the load connected to it. It will always be possible to use a buffer amplifier to isolate
the reference from the load and maintain the high performance of the reference. In the dis-
cussion that follows, it will be assumed that a high-performance voltage reference can be used
to implement a high-performance current reference and vice versa.

A very crude voltage reference can be made from a voltage divider between the power
supplies. Passive or active components can be used as the divider elements. Figure 4.5-2
shows an example of each. Unfortunately, the value of Vygg is directly proportional to the
power supply. Let us quantify this relationship by introducing the concept of sensitivity S. The
sensitivity of Vigg of Fig. 4.5-2(a) to Vp, can be expressed as

§Veer — (0Vrer/Vrer) _ Vbp (aVREF)
o @Vop/Vpp)  Vier \ 8V

(4.5-1)

i Figure 4.5-1 [-V characteristics of ideal current and
voltage references.

REF

v
VREF
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Vop Voo Figure 4.5-2 Voltage references using voltage divi-
— —_ sion. (a) Resistor implementation. (b) Active device
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Equation (4.5-1) can be interpreted as follows: if the sensitivity is 1, then a 10% change in
Vpp will result in a 10% change in Virgr (Which is undesirable for a voltage reference). It may
also be shown that the sensitivity of Vigr of Fig. 4.5-2(b) with respect to Vpp, is unity (see
Problem 4.5-1).

A simple way of obtaining a better voltage reference is to use an active device as shown
in Fig. 4.5-3. In Fig. 4.5-3(a), the substrate BJT has been connected to the power supply
through a resistance R. The voltage across the pn junction is given as

kT I
Vrer = Vi = ;ln 2 (4.5-2)

where I is the junction-saturation current defined in Eq. (2.5-4). If V5, is much greater than
Ve, then the current [ is given as

Vop — Vs = Vop

I= 4.5-3
R R (4.5-3)
VoD VD Figure 4.5-3 (a) pn Junction voltage
—_ —_ reference. (b) Increasing Vggr of (a).
NE NE
+ + Ry
VREF VREF

Ry

(a) (b)
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Thus, the reference voltage of this circuit is given as

kT VDD>
Veegp = — In| —— 4.5-4
REF q n ( RI, ( )

The sensitivity of Vggg of Fig. 4.5-3(a) to Vpp is shown to be

VRer — 1 1

Vor T n[Vp/RI)]  In(liL,)

(4.5-5)

Interestingly enough, since [ is normally greater than I, the sensitivity of Vxgr of Fig. 4.5-
3(a) is less than unity. For example, if / = 1 mA and I, = 10" A, then Eq. (4.5-5) becomes
0.0362. Thus, a 10% change in Vjp, creates only a 0.362% change in Vggg. Figure 4.5-3(b)
shows a method of increasing the value of Vigr in Fig. 4.5-3(a). The reference voltage of
Fig. 4.5-3(b) can be written as

R'+R2) (4.5-6)

Vrer = Vip ( R
1

In order to find the value of Vij, it is necessary to assume that the transistor 3, (common-
emitter current gain) is large and/or the resistance R, + R, is large. The larger Vigr becomes
in Fig. 4.5-3(b), the more the current / becomes a function of Vygr and eventually an iterative
solution is necessary.

The BJT of Fig. 4.5-3(a) may be replaced with an MOS enhancement device to achieve
a voltage that is less dependent on Vp,p, than Fig. 4.5-2(a) as shown in Fig. 4.5-4(a). Vixgr can
be found from Eq. (4.2-2), which gives Vg as

21
Vos = Vi + \/; 4.5-7)

Ignoring channel length modulation, Vig is

1 2(Vpp — Vo) 1
Vegr = Vi — — + + 4.5-8
REF T 6R \/ 6R 62R2 ( )

If Vpp =5V, WL = 2, and R is 100 k(}, the values of Table 3.1-2 give a reference voltage
of 1.281 V. The sensitivity of Fig. 4.5-4(a) can be found as

i v
lier _ ( ) ( DD) 459
2 NN+ 28(Vpp — VR / \Vier “>9)

Using the previous values gives a sensitivity of Vigp to Vpp of 0.283. This sensitivity is not
as good as the BJT because the logarithmic function is much less sensitive to its argument
than the square root. The value of Vggr of Fig. 4.5-4(a) can be increased using the technique
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VoD VoD Figure 4.5-4 (a) MOS equivalent of
_ _ the pn junction voltage reference.
(b) Increasing Vggr of (a).
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employed for the BJT reference of Fig. 4.5-3(b), with the result shown in Fig. 4.5-4(b), where
the reference voltage is given as

R
Vrer = Ves (1 + 1) (4.5-10)
R,

In the types of voltage references illustrated in Figs. 4.5-3 and 4.5-4, the designer can use
geometry to adjust the value of Vigg. In the BJT reference the geometric-dependent parame-
ter is /; and for the MOS reference it is W/L. The small-signal output resistance of these ref-
erences is a measure of how dependent the reference will be on the load (see Problem 4.5-5).
We have noted in Figs. 4.5-3(a) and 4.5-4(a) that the sensitivity of the voltage across an
active device is less than unity. If the voltage across the active device is used to create a cur-
rent and this current is somehow used to provide the original current through the device, then
a current or voltage will be obtained that is for all practical purposes independent of Vp,p. This
technique is called a V7 referenced source. This technique is also called a bootstrap reference.
Figure 4.5-5(a) shows an example of this technique using all MOS devices. M3 and M4 cause
the currents /; and 7, to be equal. I; flows through M1 creating a voltage V. I, flows through
R creating a voltage I,R. Because these two voltages are connected together, an equilibrium
point is established. Figure 4.5-5(b) illustrates how the equilibrium point is achieved. On this
curve, I; and I, are plotted as a function of V. The intersection of these curves defines the equi-
librium point indicated by Q. The equation describing this equilibrium point is given as

LR =V +(2I‘L‘)1/2 (4.5-11)
2 Tl KW, .
This equation can be solved for I} = I, = I, giving (ignoring A)
VT] 1 1 2VT1 1
Ip=5L=—+ >+ — + = (4.5-12)
R BR RN BR BR
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Figure 4.5-5 (a) Threshold-referenced circuit. (b) I-V characteristics of (a), illustrating how the bias
point is established.

To first order, neither /; nor I, changes as a function of Vpp, thus, the sensitivity of I, to Vpp
is essentially zero. A voltage reference can be achieved by mirroring I, (= 1) through M5 or
M6 and using a resistor. A closer examination shows that channel modulation effects on the
M3-M4 current mirrors causes a weak dependence on Vpp,.

Unfortunately, there are two possible equilibrium points on Fig. 4.5-5(b). One is at Q and the
other is at the origin. In order to prevent the circuit from choosing the wrong equilibrium point, a
startup circuit is necessary. The circuit within the dotted box in Fig. 4.5-5(a) functions as a start-
up circuit. If the circuit is at the undesired equilibrium point, then /; and 7, are zero. However, M7
will provide a current in M1 that will cause the circuit to move to the equilibrium point at Q. As
the circuit approaches the point Q, the source voltage of M7 increases, causing the current
through M7 to decrease. At Q the current through M1 is essentially the current through M3.

An alternate version of Fig. 4.5-5(a) that uses Vj to reference the voltage or current is
shown in Fig. 4.5-6. It can be shown that the equilibrium point is defined by the relationship

I
LR = Vg = Vyln (11) (4.5-13)

s

This reference circuit also has two equilibrium points and a startup circuit similar to
Fig. 4.5-5(a) is necessary. The reference circuits in Figs. 4.5-5(a) and 4.5-6 represent a very
good method of implementing power-supply-independent references. Either circuit can be
operated in the weak-threshold inversion in order to develop a low-power, low-supply-voltage
reference.

Unfortunately, supply-independent references are not necessarily temperature independ-
ent because the pn junction and gate—source voltage drops are temperature dependent,
as noted in Section 2.5. The concept of fractional temperature coefficient (TCr), defined in
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Eq. (2.5-7), will be used to characterize the temperature dependence of voltage and current
references. We see that TCy. is related to the sensitivity as defined in Eq. (4.5-1)

1
TCr = (S%‘) (4.5-14)

where X = Vggg or Ixgg. Let us now consider the temperature characteristics of the simple pn
junction of Fig. 4.5-3(a). If we assume that Vp is much greater than Vigg, then Eq. (4.5-4)
describes the reference voltage. Although Vpp is independent of temperature, R is not and
must be considered. The fractional temperature coefficient of this voltage reference can be
expressed using the results of Eq. (2.5-17) as

TC,

1 dv Vrer — V. 3k kT dR
REF __ VREF GO < > (4.5-15)

B Vrer  dT B VreeT VRerq Vrerq \RdT

if vp = Vigp. Assuming a Vggg of 0.6 V at room temperature, the TCg of the simple pn volt-
age reference is approximately —2500 ppm/°C.

Figure 4.5-4(a) is the MOS equivalent of the simple pn junction voltage reference. The
temperature dependence of Vigp of this circuit can be written as

Vere 2R\ T RdT
REF

- 4.5-16

dr 1 (*>-16)

1+
V28R (Vop — Vier)

VDD - VREF (15 1 dR>
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i{Example Calculation of Threshold Voltage Reference Circuit

.5-1

Calculate the temperature coefficient of the circuit in Fig. 4.5-4(a), where W/L = 2, Vpp =
5V, and R = 100 k), using the parameters of Table 3.1-2. Resistor R is polysilicon and has
a temperature coefficient of 1500 ppm/°C.

SOLUTION
Using Eq. (4.5-8),

1 2(Vpp — Vo) 1
Vegr = Ve — o + +
REF T BR \/ BR BZRZ

BR =220 X 10°° X 10° = 22

. _07_1+\/2<5—0-7>+<1>2
REE 20 oo 22 22

LdR _ 1500 ppm/°C
RdT PP
Voo — Vrer (1.5 1 dR)
— + - = -
dVrer 28R T RdT
dr 1

1+
V28R (Vpp — Vier)

—23X 1073 + 4 /5_1'281(1'5 — 1500 X 106)
dVREr ’ 2(22) 300

dT s 1
V2(22) 5 — 1.281)

dVyer
ar

= —1.189 X 10° V/°C

The fractional temperature coefficient is given by

1 4V
T CF — REF
VREF dT

giving, for this example,

1
TCr = —1.189 X 10 (—— | °C™" = —928 ppm/°C
F (1.281) ppm
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Unfortunately, the TC. of this example is not realistic because the values of o and the 7Cy. of
the resistor do not have the implied accuracy.

The bootstrap reference circuit of Fig. 4.5-5(a) has its current /, given by Eq. (4.5-12).
If the product of R and S is large, the TC. of the bootstrap reference circuit can be approxi-
mated as

1dV% 1dR —o 1dR
7c, = & _2dav o 1Ak 4.5-17
" Vpdr RdT  V; RdT ( )

Calculation of Bootstrap Reference Circuit

Calculate the temperature coefficient of the circuit in Fig. 4.5-5(a), where (W/L), = 20,
Vop = 5V, and R = 100 kQ using the parameters of Table 3.1-2. Resistor R is polysilicon
and has a temperature coefficient of 1500 ppm/°C. o = 2.3 X 10~ V/°C.

SOLUTION
Using Eq. (4.5-12),

1—1—h+ L1 2V !
¢ 7 R BR RNBR BR

BiR =220 X 107° X 10° = 220

BiR* =220 X 107° X 10" = 22 x 10°

0.7 1 1 [2%x07 1Y
=5~ 6 T 108 "\ 20
10° 22x10° 10 220 220
Ip =775 pA
LR _ 500 ppmrec
R dT PP
-23 %1073 6 o1 3001
TCp=——"g 5 = 1500 X 107°°C™" = =479 X 107°°C"" = —4790 ppm/°C

The temperature behavior of the base—emitter-referenced circuit of Fig. 4.5-6 is similar
to that of the threshold-referenced circuit of Fig. 4.5-5(a). Equation (4.5-13) showed that I, is
equal to Vg divided by R. Thus, Eq. (4.5-17) above expresses the TC of this reference if V;
is replaced by Vg as follows:

1 dVg: 1dR
= — == 4.5-18
Ve dT R dT ( )

Assuming Vg of 0.6 V gives a TCr of —2333 ppm/°C.
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Figure 4.5-7 Simple, power-supply independent current
reference.

M3

a

M1

M6

M5

In many applications, the designer needs only a reasonably stable bias voltage or bias
current. A simple and efficient realization for this situation based on the ideas in Figs. 4.5-5
and 4.5-6 is shown in Fig. 4.5-7. It consists of four transistors and one resistor. The two tran-
sistors M5 and M6 are used to create the sinking or sourcing currents. To simplify the design,
the W/L ratio of M1, M3, and M4 are identical and M2 is four times larger. The upper current
mirror consisting of M3-M4 keeps the current in both sides equal. The defining equation can
be written as

VGSI = Vcsz + IzR (45-19)

Solving for I, and assuming all transistors are operating in the saturation region gives

I = VGSI Vis2 _ \/2711 _ 212 211 1 _ 1) (4.5-20)
? B VB 2 '

since I} = I, and 3, = 43,. We can solve for the bias currents, I, = I,, from Eq. (4.5-11) as

(4.5-21)

While the W/L values of M5 and M6 are shown as the same as M1, they could be used to
decrease or increase the value of current given in Eq. (4.5-21).

Fig. 4.5-7 also provides a bias voltage with respect to ground. This reference voltage is
equal to Vg and is given as

21,

1
VBias = Vas1 = B = Vin = ,8 R + Viy (4.5-22)
1

Since Fig. 4.5-7 has two stable operating points due to the interaction of the negative and
positive feedback, it may be necessary to provide a startup circuit as shown in Figs. 4.5-5
and 4.5-6.
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Design of the Simple Reference of Fig. 4.5-7

Use Fig. 4.5-7 to design (a) a 20 pA current sink and (b) a 1 V bias voltage. Assume the MOS-
FET parameters of Table 3.1-2 and the W/L of M1 = 5.

SOLUTION
From Eq. (4.5-21) we can design the resistor, R, as

1 1
V2B V2 X 110(A/V?) X 5 X 20 pA

R = 6.74 k)

To design the 1 V bias voltage we use Eq. (4.5-22) to redesign the resistor R as

1 1

= = 6.06 kQ
Bi(Vaias — Vin)  110(RA/VH) X 5 X (1V — 0.7 V)

R =

The voltage and current references presented in this section have the objective of pro-
viding a stable value of current with respect to changes in power supply and temperature. It
was seen that while power-supply independence could thus be obtained, satisfactory tem-
perature performance could not. To illustrate this conclusion, consider the accuracy require-
ment for a voltage reference for 8-bit accuracy. Maintaining this accuracy over a 100 °C
change requires the TCy. of the reference to be 1/(256 X 100 °C) or 39 ppm/°C.

Temperature-Independent References

In the last section, we showed voltage and current references that were reasonably inde-
pendent of power supply but were dependent on temperature. In this section, we will show
how to design voltage and current references that are reasonably independent of both power
supply and temperature. These references are typically called bandgap references [10-14]
although they have very little to do with the bandgap voltage. These references typically
have a temperature coefficient (TC) of 10-50 ppm/°C over a temperature range of 0-70 °C
without correction. With correction [15-20], they are capable of achieving 1 ppm/°C or less
over 0-70 °C.

Voltage References with Moderate Temperature Stability
The principle of temperature-independent references is very simple. It begins with identify-
ing a voltage that increases with temperature and a voltage that decreases with temperature.
Figure 4.6-1(a) shows two voltages, one that increases proportionately with temperature and
one that decreases proportionately with temperature. The increasing voltage is called propor-
tional to absolute temperature or PTAT and the decreasing voltage is called complementary
to absolute temperature or CTAT. Next, the voltage with the smallest magnitude of slope (in
this case Vpryy) is multiplied by a temperature independent constant, K, so that the magni-
tudes of the slopes are equal. Finally, if K - Vppu(T) is added to Vepu(T), as illustrated in Fig.
4.6-1(b), the resulting voltage should be independent of temperature.

To implement the principle above, we must develop Vppur and Vepyr voltages. We will
begin by showing how to generate a PTAT voltage. Figure 4.6-2 shows two current sources
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Voltage Voltage
4 Verar(To) + 1 /VCTAT(T) + K- Vprar(T)
/VCTAT(T) K- Vprar(To)

Verar(To) N
\ Verar(To) ET(T)\
Vprar(T) K. Verar (T)
\ /
VPrar(T)) e Vprar(To)
0

0

(T: To) 0 (T—To)
(a) (b)

Figure 4.6-1 (a) Illustration of voltages that increase and decrease with increasing temperature.
(b) Multiplication of Vppu(T) by K to make the slopes of Vprur(T) and Verr(T') equal but opposite.

each in series with a diode. The diode could also be a bipolar junction transistor with the col-
lector connected to the base. The voltage, AV, will be PTAT and can be expressed as

I L
Vprar = AVp = Vpy — Vo = V;In ) V,In i
sl 52

I, 1, 1, A kT
=V In ( ! 2) = V,ln<2> V1n< 2) In ( ) (4.6-1)
L I I A, q A,

if I} = I,. Equation (4.6-1) shows that AV}, is proportional to absolute temperature with a pro-
portionality constant or slope equal to Boltzmann’s constant divided by the charge of an elec-
tron (k/lg = 1.381 X 10> J/PK/1.6 X 10~ Coul = 0.086 mV/°C).

In developing voltage-independent references, it is useful to show how to generate PTAT
and CTAT currents. A pseudo-PTAT current can be created by placing the PTAT voltage AV},
across a resistor. Unfortunately, all resistors have some sort of temperature dependence so that
the current is not truly PTAT, thus the name pseudo-PTAT. This will not be a problem because
in most cases, the pseudo-PTAT current runs through a second resistor, creating a new PTAT
voltage. If the two resistors have the same temperature dependence, then the new PTAT volt-
age is truly PTAT. Pseudo-PTAT currents will be designated as PTAT'.

Figures 4.6-3(a) and 4.6-3(b) show two ways of creating a pseudo-PTAT currents. Figure 4.6-
3(a) is similar to Fig. 4.5-6 except for the diode D,, which has been added in series with the resis-
tor R. The transistors M1 and M2 ensure that the voltage across diode D is the same as the voltage
across the series combination of the resistor R and the diode D,. The pseudo-PTAT current is

,_Vor T Vo1 = Veso = Vo kT . (Ay
IPTAT - 1
R Rq A]

(4.6-2)

Vob Vpp  Figure 4.6-2 Implementation of a PTAT voltage.
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(@) (b)
Figure 4.6-3 Creation of pseudo-PTAT currents using (a) MOSFETs
only and (b) MOSFETSs and an op amp.

if Vg1 = Vigso. Figure 4.6-3(b) shows a method of generating the pseudo-PTAT current
using an op amp to make the voltage across diode D, the same as the voltage across the
series combination of the resistor R and the diode D,. Note that the op amp has both posi-
tive and negative feedback, which is also the case for Fig. 4.6-3(a). For these circuits to work
properly, the negative feedback loop gain should be at least twice as large as the positive
feedback loop gain.

A true PTAT current, Ip747, can be generated from a pseudo-PTAT current using the zero
temperature coefficient property described in Section 3.2. Figure 4.6-4 shows the application
of this property to obtain a true PTAT current. The pseudo-PTAT current can be provided by
either Fig. 4.6-3(a) or 4.6-3(b). If the resistor in Fig. 4.6-3(a) or 4.6-3(b) is designated R;, then
the gate—source voltage of the MOSFET can be written as

Vs ZTC) = Ippar’ R Ry kT (A2>
= =——In|— _
GS6 PTAT 12 R ¢ A, (4.6-3)

If the voltage in Eq. (4.6-3) is designed to be the ZTC point of the MOSFET, then because
the gate—source voltage is PTAT, the drain current should also be PTAT. This of course
assumes that the temperature change is not large enough to make the ZTC point shift. The
influence of the resistors, R; and R,, can be found by differentiating their ratio with respect
to temperature. The result is

dT R, dT R>dT R,

RydT R, dT

d(R/JR) 1dR, R, dR, R,[1dR, 1dR
( 2 l) _ 2 2 1 2|: 2 l:| (46'4)

H Figure 4.6-4 Generation of a true PTAT current
[ from a pseudo-PTAT current.

IpTat’ :lIPTAT

+
RS Vigs(ZTC)
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If the temperature coefficients of R, and R, are the same, then the resistor ratio does not influ-
ence the temperature characteristics. At this point, we have shown how to develop voltages
and currents that are PTAT.

The next step is to show how to create a voltage that is complementary to absolute tem-
perature (CTAT). This becomes more challenging because a voltage with a true complemen-
tary dependence on temperature does not exist. The best candidate for finding a voltage that
decreases linearly with absolute temperature is the pn junction. The current density in a diode
is given as

ann o] qD no
Jp = LN } exp (VD) (4.6-5)

L, L,

where
Jp = diode current density (A/m?)

n

1, = equilibrium concentration of electrons in the p-side

Pno = equilibrium concentration of holes in the n-side
D, = average diffusion constant for electrons

D,, = average diffusion constant for holes

L, = diffusion length of electrons in the p-side

L, = diffusion length of holes in the n-side

The equilibrium concentration of the electrons and holes can be expressed as

n, = ;—A (4.6-6)
and
n;
Pro =N (4.6-7)
where
n; = DT exp(—Vgo/V)) (4.6-8)

The term D is a temperature-independent constant and Vg is the bandgap voltage at room
temperature (1.205 volts). Combining Eqgs. (4.6-5) through (4.6-8) results in the following
equation for diode current density:

D, D %
Ip= {q v }n? exp (D> (4.69)
LNy  L,Np Vi
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V, =V
DGO) (4.6-10)

t

Jp = AT exp <

In Eq. (4.6-10), the temperature-independent constants of Eq. (4.6-9) are combined into a sin-
gle constant A. The term 7° in Eq. (4.6-8) has been replaced with 7% due to the influence of
the temperature dependence of D, and D,,.

Solving for V, from Eq. (4.6-10) gives

kT Jp
VD = ?ln H + VGO (46-11)

Now consider Jp at a temperature Ty,
o = ATY exp {q(vm - VGO)} (4.6-12)
kT,
The ratio of Jp to Jpg is

J T\ Vo —Veo Voo — V.
LLR () exp{q< b~ Y60 _ Tpo G")} (4.6-13)
Jpo Ty k T Ty

Equation (4.6-13) can be rearranged to get V, which is a CTAT voltage as

VCTAT == VD == VGO 1 - ?0 +VD0 ?0 + 711’1 — |+ ;ln g (46-14)

kT T
A close examination of Eq. (4.6-14) shows that the term %ln (;) is not linear with

temperature. This term will cause V47(T) in Fig. 4.6-1(b) to follow the shaded, dashed line
instead of the straight bold line. This problem is called the bandgap curvature problem. We
will look at ways to overcome this problem later.

The last step is to generate currents that are CTAT. We will use the CTAT voltage of the pn
junction to accomplish this objective. Figures 4.6-5(a) and 4.6-5(b) show two ways of accom-
plishing this using negative feedback [15]. The current flowing in the resistor R is given as

=V

! -
Iepar’ = 2Z8E =

(4.6-15)

> [

The negative feedback loop is indicated on both circuits. This loop causes the current flow-
ing in R to be equal to the current in Eq. (4.6-15). The resistor, R, will be dependent on tem-
perature, which causes this current to be pseudo-CTAT as indicated by the primed notation.
It is not necessary to find a true CTAT current because in all applications, the pseudo-CTAT
current flows through a second resistor to create a true CTAT voltage assuming the two resis-
tors have the same temperature dependence.
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l Ierar’

(a)

Figure 4.6-5 Generation of a pseudo-CTAT current using (a) a bipolar transistor
and (b) a diode.

A temperature-independent voltage reference can be generated using any of the techniques
shown in Fig. 4.6-6. The temperature-independent voltage reference has two basic structures.
They are the series realization in Fig. 4.6-6(a) and the parallel realization in Fig. 4.6-6(b). There
are realizations that use a combination of the series and parallel realizations [16]. For the series
realization, the temperature-independent reference voltage can be written as

Ry

Vrer = Iprar' Ry + Vp = (R )VPTAT + Verar (4.6-16)

1

The resistor, R, comes from Eq. (4.6-3) where R = R, or from the realizations for Ipys7' like

those in Figure 4.6-3.
For the parallel realization, the temperature-independent reference voltage can be written as

’ ' R3 R3
Vrer = Uprar + lorar )Rz = (R>VPTAT + (R>VCTAT (4.6-17)
1 2

The resistor, R,, comes from Eq. (4.6-15) where R = R, or from the realizations for I-747
like those in Figure 4.6-5.

In order to achieve temperature independence, Egs. (4.6-16) and (4.6-17) must be differen-
tiated with respect to temperature and set equal to zero. The resistor ratios and other parameters
can be used to achieve temperature independence. Let us first examine the series realization.

VbD Figure 4.6-6 Temperature-independent
voltage references: (a) series form and
Vbp Vpp (b) parallel form.
Ipar’ = Icrar’ =

Vprar Verar

Ry RZO
+
B3> verer

(b)
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Differentiating Eq. (4.6-16) with respect to absolute temperature gives

dav, R,\ dV, dv
REF _ (2) prar dVerar (4.6-18)

dT R, dT dT

assuming the R, and R, have identical dependence on temperature. Differentiating Eqs. (4.6-1)
and (4.6-14) gives

dv k J k (A V, A V
erar | _ Ky (D2> = ln<2) = ’°1n<2) =0 (4619
dl r=1, ¢q Jp1 g9 \A Ty Ay To
and
av, Vo=V, k) _ Verr =V Y
fremr | _ Ip= 760 | v)() = AT 76O | (- 'y)<t0> (4.6-20)
T 1=1, T, q Ty Ty

where for Eq. (4.6-20) we have assumed that the current density, Jp, in Eq. (4.6-14) has a tem-
perature dependence of T°. Substituting Eqs. (4.6-19) and (4.6-20) into Eq. (4.6-18) and
equating to zero gives the desired result as

R Voo — V. + (y — o)V,
Temperature-independent constant = K = 20 crar + (Y Wio (4.6-21)
R 1 VPTAT

Substituting Eq. (4.6-21) into Eq. (4.6-16) gives the value of Vygr as
Vrer = Voo = Verar + (v — @)Vio + Verar = Voo + (Y — @)V (4.6-22)

The second term of Eq. (4.6-22) is small compared to V. so that the reference voltage is
slightly larger than the bandgap voltage, V.. Historically, this type of reference is called the
bandgap voltage reference [10]. However as stated earlier, the operation of the bandgap volt-
age reference has nothing to do with the bandgap voltage.

Design of R,/R, for a Series Temperature-Independent Voltage Reference

Assuming that A,/A; = 10 and that Vo = 0.6 V, find the value of the temperature-
independent constant, R,/R;, and the value of the reference voltage at room temperature
where V,; = 0.026 V.

SOLUTION

Equation (4.6-21) gives

R, 1205 — 0.6 + 2.2(0.026)
R, 0.026(2.3026)

11.04

Equation (4.6-22) gives the value of Vygp as

Vrer = 1.205 + 2.2(0.026) = 1.262 'V
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The parallel form of the temperature-independent voltage reference of Eq. (4.6-17) is

independent of temperature under exactly the same conditions as the series form given in Eq.
(4.6-21). In the case of the parallel form, the value of Vygp is

R
Vier = R—3 (Voo + (¥ — a)V,ol (4.6-23)
2

We see that the ratio of R; to R, can be used to achieve any desired value of temperature-
independent voltage.

Design of Ry/R; and R3/R, for a Parallel Temperature-Independent Voltage
Reference

Assuming that A,/A; = 10 and that Vur = 0.6V, find the value of R, R,, and R; that gives
a temperature-independent value of the reference voltage at room temperature of 0.5 V where
Vio = 0.026 Vif R, = 1 k().

SOLUTION
Equation (4.6-21) gives that R,/R; = 11.04. Therefore, R, = 11.04 k). From Eq. (4.6-23)
and Example 4.6-1, we find that

R % 05V
== REF = = 0.3962
Ry Veo+ (y— Vg 1262V

Therefore, R; = 0.3962(11.04 k() = 4.376 k().

One of the first realizations of the series form of the temperature-independent reference
is shown in Fig. 4.6-7 [11]. This realization is compatible with a normal n-well CMOS
technology using substrate bipolar transistors. In fact, the bipolar transistors could be
replaced by diodes. If we assume for the present that Vg is zero, then the voltage Vi, can
be written as

_ _ J2 -]] _ IzAE]
VR] = VEBZ - VEB] = Vt In T - Vt In T = Vt In T (46—24)

52 S1 Il E2

Figure 4.6-7 A realization of the series
temperature-independent voltage refer-
ence that uses an op amp.

+8

VREF
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However, the op amp also forces the relationship
11R2 = 12R3 (46-25)

Therefore, the reference voltage of Fig. 4.6-7 can be written as

R
Vier = Vi + LRs = Vg + Vi ( Rz) (4.6-26)
1

Substituting Eq. (4.6-25) into Eq. (4.6-24) and the result into Eq. (4.6-26) gives

Vrer = Vip + (Rz>vz In (%> (4.6-27)
R, R; Ap,

Differentiating Eq. (4.6-27) with respect to absolute temperature and setting the result to zero
gives

(Rz)l (Rz AE]) _ Voo = Verar + (v = )Vi

(4.6-28)
R, R3Ap

VP TAT

Thus, the temperature-independent constant, K, is defined in terms of resistor and
emitter—base area ratios. It can be shown that if the input-offset voltage is not zero, Eq. (4.6-27)

becomes
R, R, [RzAEl ( Vos )}
Veer = Vego — | 1 + — |V + — V.1 1 - 4.6-29
REF EB2 ( R1> os R, 10 RiAp I R, ( )

It is clear that the input-offset voltage of the op amp should be small and independent of tem-
perature in order not to deteriorate the performance of Vygp.

The dependence of Vggr on power supply can now be investigated. In Eq. (4.6-29), the
only possible parameters that may depend on power supply are Vigg,, Vs, and I;. Since Vig,
and /; are derived from Vggg, the only way in which Vigr can depend on the power supply is
through a finite power-supply rejection ratio of the op amp (manifesting itself as a variation
in Vyg). If the PSRR of the op amp is large, then Fig. 4.6-7 is for all practical purposes a
power-supply-independent as well as a temperature-independent voltage reference.

The Design of a Bandgap-Voltage Reference

Assume that Az, = 10 Ag,, Veg, = 0.7V, R, = Rz, and V, = 0.026 V at room temperature
for Fig. 4.6-7. Find R,/R, to give a zero temperature coefficient at room temperature. If
Vos = 10 mV, find the change in Vigg. Note that [|1R, = Vigg — Vg — Vos.

SOLUTION

Evaluating Eq. (4.6-28) gives

R,

(Rz) 1 (Rz A51> Voo — Verar +(y — Vo 1.205 — 0.7 + (2.2)(0.026)
n =

= = 21.62
R:Ap, Verar 0.026
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Figure 4.6-8 Series temperature-independent voltage references using
(a) MOSFETs and BJTs and (b) only MOSFETs and diodes.

Therefore, R,/R; = 9.39. In order to use Eq. (4.6-29), we must know the approximate value,
of Vrer and iterate if necessary because [, is a function of Vygp. Assuming Vygp to be 1.262,
we obtain from Eq. (4.6-29) a new value, Vggr = 1.153 V. The second iteration makes little
difference on the result because Vygr is in the argument of the logarithm.

While an op amp can be used to implement the temperature-independent voltage refer-
ence, it has several disadvantages, including the influence of the input-offset voltage (which
is a function of temperature), the input noise of the op amp, and the additional complexity of
the op amp. For the remainder of this section, we will examine temperature-independent volt-
age references that do not use op amps.

Figure 4.6-8 shows two examples of the series form of the temperature-independent volt-
age references that do not use op amps. Figure 4.6-8(a) uses a cascode current mirror (M1-M4)
to more precisely force /; to be equal to I,. We see that [ is pseudo-PTAT and is given as

Ve — V, V, I 1
I = Iprar’ = s {m(z) — ln<l>}
R2 R2 Ix2 Isl
V I V A
=L 1n<"> =L 1n(E‘) (4.6-30)
Ry \lp R, \Ap
Since I; = I,, we can write Vigp as

_ _ R, Ag
VRer = Ve + IRy = Vg + | - In| — | |V,
R, Ap

= Verar t {Rl ln<AEl>:|VPTAT (4.6-31)
R A

2 E2

We see that Eq. (4.6-31) is similar in form to the previous equations for a series temperature-
independent voltage reference. To implement the reference, simply set the temperature-inde-
pendent multiplier of Vpzy7 equal to Eq. (4.6-21).

Figure 4.6-8(b) gives another realization of the series temperature-independent voltage
reference. M1 and M2 are used to enforce the following relationship:

VDl = 12R1 + VD2 (46-32)
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or
Vi
13 = 12 = IPTAT’ = Eln(n) (46-33)
1
which is a pseudo-PTAT current. The reference voltage is written as

R
Vier = Vps + L(Ry) = Vi + R—2 V, In(n)
1

R
= Verar sz In(n)Vprar (4.6-34)
1

The temperature-independent constant, (R,/R;) In(n), is equated to Eq. (4.6-21) to complete
the design. Since n is an integer greater than 1, R,/R; and n can be used to satisfy Eq. (4.6-21).
It is interesting to note that all of the series forms of the temperature-independent voltage ref-
erence will have a voltage close to 1.262 V at room temperature.

The parallel form of the temperature-independent voltage reference requires a pseudo-
PTAT and CTAT current. Combining Fig. 4.6-3(a) and Fig. 4.6-5(a) gives one possible real-
ization shown in Fig. 4.6-9. If the gate of a PMOS transistor is connected to one of the
darkened horizontal busses and the source to Vpp, the drain current will be either Ipp,; or
Icqa7’ . The bipolar transistor in the I74;" generator can be replaced by the M1, M2, and diode
of Fig. 4.6-5(b) to achieve a MOSFET-diode parallel temperature-independent voltage refer-
ence. Example 4.6-2 gave an example of how to design the resistors of Fig. 4.6-9.

There are many different realizations of the bandgap voltage reference [17]. A typical
family of reference-voltage variations as a function of T for various values of T}, is shown in
Fig. 4.6-10. The influence of the nonlinear term of the CTAT voltage can clearly be seen in
this figure. True temperature independence is achieved only over a small range of tempera-
tures. Most of the temperature-independent voltage references that do not use a curvature cor-
rection technique have a temperature dependence of 10-50 ppm/°C over 0-70°C. This
undesirable characteristic is called the bandgap curvature problem.

Voltage References with Excellent Temperature Stability
To achieve temperature stability that exceeds the above voltage references, it is necessary
to solve the bandgap curvature problem. There have been many ideas forwarded on how to

Iepur’ Figure 4.6-9 A parallel form
Generator 145 of the temperature-independ-
, ent voltage reference.
M3|"|= :l‘J \ :'I‘—J MIO:I‘J I%TAT v &
us
M4 \ =
I Lo M7 i
=\ VE] o
, Ml M2 Tppar” || Iemar’
Ippar” M6 |—l It l
Generator , Q1 j Parallel
D Ry lI PTAT + temperature- VREF
1 A D, VeE R, independent R;
Ay — voltage k

reference =
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Figure 4.6-10 Variation of bandgap reference output with temperature (© John Wiley
and Sons, Inc.).

solve this problem [15-20]. We will examine one of these solutions that allows a tempera-
ture dependence of less than 1 ppm/°C over a 0—-100°C range. This method was first devel-
oped for the series form of the temperature-independent voltage reference [20]. The idea is
to cancel out the nonlinear term in the CTAT voltage of Eq. (4.6-14). Figure 4.6-11(a)
shows a slightly modified form of the series temperature-independent voltage reference.
Figure 4.6-11(b) shows one that is capable of reducing the bandgap curvature problem.

VrEr can be written as

Vrer = Vprar + 3VCTAT - 2Vcon.s‘tant (46-35)

Vb Figure 4.6-11 (a) Series temperature-
independent voltage reference. (b)
Method of correcting for the bandgap
curvature problem.
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As before, if we assume that the current density, Jp, in Eq. (4.6-14) has a temperature depend-
ence of T%, then we can rewrite Eq. (4.6-14) as

T T
Verar = Ve(T) = Vgo — F[VGO — Verur(To)l — (y — @)V, IH<T> (4.6-36)
0 0

If the current through a pn junction is pseudo-PTAT, then « = 1 and we can express the volt-
age across the pn junction as

T T
Verar = Voo — ? Voo = Verar(To)] — (y — 1V, 1H<T> (4.6-37)
0 0

If we put a temperature-independent current (/,,.) through a pn junction, then o« = 0 and
we can express the voltage across the pn junction as

T T
Veonss = Voo — F Voo = Verar(To)l — v V, 1H<T) (4.6-38)
0 0

Substituting Egs. (4.6-37) and (4.6-38) into Eq. (4.6-35) gives

T T
Vrer = Verar + Voo — T Voo = VerarTo)l—(y — 3)V, hl(T) (4.6-39)
0 0

If y = 3, then Eq. (4.6-39) becomes

Vrer = Verar + Voo — Tlo[VGO = Verar(To)] (4.6-40)
To complete this example, the PTAT voltage will have to be multiplied by the constant K
given in Eq. (4.6-21). This is accomplished by the resistors R, and R, and any component area
ratios that are part of the pseudo-PTAT current generation. The unique aspect of Eq. (4.6-40)
is that the nonlinear CTAT term, In(7/T,), has been cancelled, eliminating or at least mini-
mizing the bandgap curvature problem.

The stacking of pn junctions is not attractive as power supplies decrease. The previous
idea can be implemented more precisely and at a smaller value of power supply in the
parallel form of the temperature-independent voltage reference. The implementation of
Fig. 4.6-11(b) in a parallel form is shown as blocks in Fig. 4.6-12. The various forms of the
Ippa7’ generator and I-147 generator have already been described in the previous discussion.
The I, generator is developed using the principle of Fig. 4.6-4 and is shown in Fig. 4.6-13.
We solve for V;5(ZTC) as

R R
Vos(ZTC) = (Uprar’ + Icrar )R3 = (R3>VPTAT + (R3>VCTAT (4.6-41)
1 2

The value of the constant current depends on the ZTC characteristics of the NMOS transistor
and the W/L that is selected and is designated as I,

If the pseudo-PTAT current in the pseudo-CTAT generators of Fig. 4.6-5 is replaced with
the constant current generated above, then the current generated will be CTAT but a of Eq.
(4.6-36) becomes zero. This current is designated as I, _’. Finally, the three currents, Ipy,;/,
Icrar', and I, are combined in the low TC voltage reference of Fig. 4.6-14 to achieve a
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Vpp
Iprar’ Iprar’ Iprar’ Iprar’
Iprar’ Ictar”  |Iequr’| Iconst” i ;| Low TC
CTAT Const. | lcaT =0 Ierar
Generator (To=1) » Generator » Generator p| Voltage —°
’ ’
Generator [ Const.| Iy-o’ | Reference
VREF

| .

Figure 4.6-12 Block diagram of the parallel form of the curvature corrected temperature
stable reference.

highly temperature-stable voltage reference. To simplify the situation, we will assume the
W/L ratios of all NMOS transistors are equal and the W/L ratios of all PMOS transistors
are equal to twice the W/L ratio of the NMOS transistors. The output reference voltage can be

written as

VREF = RS(IPTAT’ + ICTAT, - Ia=0,)

Rs Rs R
= Rf Verar + Rf Verarla = 1) = VCTAT(OL =0) (4.6-42)
1 2

Substituting Egs. (4.6-37) and (4.6-38) into Eq. (4.6-42) gives

Rs Rs T T
VRer = VPTAT + —| Veo — T Voo = Verar(T)] — (y — 1)V, In .
2 0 0
R; T T
- Rf Voo — ?[VGO — Verar(To)l — yViIn ? (4.6-43)
4 0 0

To cancel the nonlinear CTAT term, we want the following relationship to be true:

&(y — 1) = &y (4.6-44)

Figure 4.6-13 Implementation of

IPTAT CTAT I ’ the constant-current generator.
V. V l Const.
_Yprar CTAT
Ry

Ml

% Vzre
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Vbp
q|__h M4 o] o Lpppy” Bus ol M24
M3_|FTT M9 —=Mi12 =
Ieppr’ Bus M25
"|: :I“ e Y :I“
T o T R
Ipry’ / Loy N e
Ill éTeAnT' I(C}:/:lr. lIPTAT, llcm'r’ Ié‘”’"‘ Lons Mléﬂ :I— il— 1P
erator A= Bus ’ , 0 ,
erator erator M14:] —||‘_‘ M19 lla=0 lloc=0 lIPTAT lICTAT
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Ipgar’ | erar” | const. 0=0 16|M17 Gen- (|, /| +
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Figure 4.6-14 Transistor-level implementation of the low TC voltage reference in Fig. 4.6-13.

This relationship gives

R (y-1
R, Y

(4.6-45)

Fortunately, v is always greater than one. With the relationship of Eq. (4.6-45) valid, Eq.
(4.6-43) becomes

Rs Rs T
VREF = VPTAT + VGO - F[VGO - VCTAT(T())] (46_46)
0

R, Ry —1)

Rewriting Eq. (4.6-46) as follows gives the form necessary to find the relationship that will
ensure the positive and negative temperature coefficients are cancelled:

Ry [Riy—1)
VREF : |:

T
= R4(,y — 1) Rl VPTAT + VGO - ?0 [VGO - VCTAT(TO)]:| (46-47)

Differentiating Eq. (4.6-47) with respect to temperature and setting 7 = T, gives

OVrer | Rs [th('y = 1) Vppur 1 }
= — —[Vgo — V, T 4.6-48
aT T=1, R,y — 1) R, T To[ GO crar(To)] ( )

Setting Eq. (4.6-48) equal to zero gives

& _ Voo — Verar(To)

= (4.6-49)
R, (v = DVppar
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Substituting Eq. (4.6-49) into Eq. (4.6-47) for T = T, gives

VRer = Voo = Verar(To) + Voo — Voo + Verar(To)]

s
Ryty = 1)
Rs

TRy - 1)

Equation (4.6-50) will be used to design the value of Rs/R, as

Veo (4.6-50)

Rs _ Veer(y — 1)

(4.6-51)
Rl VGO

Thus, the design equations for Fig. 4.6-14 are Eqgs. (4.6-45), (4.6-49), and (4.6-51). The value
of R; is designed based on the value of V;5(ZTC) from Eq. (4.6-41). The values of these resis-
tors could be modified by adjusting the W/L ratios of M23, M24, and M25.

Design of a Zero Temperature Coefficient Voltage Reference

Assume that Ve = 0.7V, R, = 10kQ, vy = 3.2, and V, = 0.026 V at room temperature for
Fig. 4.6-14. Find R, R,, and Rs to give a zero temperature coefficient at room temperature
and a reference voltage of 1.0 V.

SOLUTION
From Eq. (4.6-45), we get R, = 0.6875 R, = 6.88 k(). From Eq. (4.6-49) we get

Ry Voo = Verar(To) _ 1.205V = 0.7V

= 3.83

Thus, R, = R4/3.83

2.61 k€. From Eq. (4.6-51) we get

Rs _ Veer(y — 1) _ 1V(2.2)
R, Vo 1.205 V

= 1.83

Thus, Rs = 1.83 R,

1.83(2.61 kQ) = 4.77 kQ.

It is important to keep any influences on the temperature-independent voltage reference
less than the inherent temperature variation. If, for example, dc drifts or noise causes a vari-
ation of the voltage outside of the inherent temperature variation, then this disturbance
becomes larger than the temperature variation. If a very good temperature-independent volt-
age reference has a temperature dependence of 1 ppm/°C over a 100 °C range, then the max-
imum temperature deviation of the reference is 100 ppm or 0.01%. If the nominal reference
voltage is 1V, then the deviation is 100 pV. If the noise on the output of the voltage reference,
or the dc offset or drift, or the PSRR of the op amp (if one is used) is greater than 100 pV,
then the possible temperature independence is not achieved. As the deviation of the voltage
reference with respect to temperature becomes small, the designer must be aware of these
other influences.
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Suppose that a temperature-independent current is desired. There are at least two
ways of accomplishing this. The first is to generate a temperature-independent voltage
that is equal to the ZTC gate—source voltage of a MOSFET. We have illustrated this
approach in our previous considerations. The only disadvantage of this approach is that
if the temperature variation becomes too large, the ZTC point will move. A second
approach is to place the temperature-independent reference voltage across a resistor, thus
generating a Vxgp/R current. The obvious problem with this is the lack of a temperature-
independent resistor. If we divide Eq. (4.6-16) by a resistor, R, to get a reference current,
the result is

Vi 1|{/R
Ijgr = =F = R|:<RZ>VPTAT + VCTAT:| (4.6-52)

1

Differentiating with respect to absolute temperature gives

dlver _ IKRz\dVPTAT N chm} - IdRKRz)V Ly }
dT ~ R|\R,) dT dT R2 dT|\R,) F™AT = AT

_ l |:(R2\dVPTAT n dVCTAT:| _ idR
R R dT

— Iregrp = 0 4.6-53
Rl/ AT AT REF ( )

To achieve a temperature-independent reference current, the value of the temperature-
independent constant, R,/R;, must be

dR
Irgr Ty — Verur + (y — )V
R2 dT
— = (4.6-54)

Rl VPTAT

Assuming the values of Example 4.6-1 and that dR/dT = 100 {/°C and Izgr = 100 pA, we
get a value of R,/R; equal to

R, (100 pA)(300 K)(100 /K) — 0.6 V + 2.2(0.026)
R, 2.306(0.026)

= 4098  (4.6-55)

Depending on the value of dR/dT and Ixgp, the value of R,/R; may not be positive and this
method will not work unless the current or the temperature behavior of the resistor is
different.

Although other techniques have been used to develop power-supply and temperature-
independent references, the bandgap circuit has proven the best to date. In this section we
have used the bandgap concept to develop precision references. As the requirement for high-
er precision increases, the designer will find it necessary to begin including second-order and
sometimes third-order effects that might normally be neglected. These higher-order effects
require the designer to be familiar with the physics and operation of the MOS devices and
passive components.
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Summary

This chapter has introduced CMOS subcircuits, including the switch, active resistors,
current sinks/sources, current mirrors or amplifiers, and voltage and current references.
The general principles of each circuit were covered, as was their large-signal and small-
signal performance. Remember that the circuits presented in this chapter are rarely used
by themselves; rather, they are joined with other such circuits to implement a desired ana-
log function.

The approach used in each case was to present a general understanding of the circuit and
how it works. This presentation was followed by analysis of large-signal performance, typi-
cally a voltage-transfer function or a voltage—current characteristic. Limitations such as sig-
nal swing or nonlinearity were identified and characterized. This was followed by the analysis
of small-signal performance. The important parameters of small-signal performance include
ac resistance, voltage gain, and bandwidth.

The subject matter presented in this chapter will be continued and extended in the next
chapter. A good understanding of the circuits in this and the next chapter will provide a firm
foundation for the later chapters and subject material.

Design Problems

It is common to hear an experienced designer say, “I am not sure what works, but I know
several things that do not work.” This understanding comes from the experience acquired
through various design experiences. As an analog designer, it is very important to be able to
identify which topology gives the best compromise under certain design constraints. Starting
with the problems of this chapter, design problems are introduced to get the reader acquaint-
ed with the various design trade-offs of analog circuit design and to increase your under-
standing of the practical problem of design. These problems will be clearly identified in each
chapter that has them.
Below are some guidelines that will help you approach these design problems.

1. Select a topology that you believe will best achieve the design goals. Do not forget,
you can always make things more complex: what is important is to keep things as sim-
ple as possible while meeting the specifications.

2. Calculate the bias currents, transistor aspect ratios, and bias voltages that will opti-
mize the circuit toward achieving the specifications (e.g., slew rate, GBW, signal
swing, etc.). In this step you should do the small-signal analysis and/or derivations by
hand for the circuit. Show all your calculations and briefly explain your reasoning.

3. Simulate the circuit in SPICE or any SPICE-like simulator (e.g., Spectre, SpectreS,
etc.). You may need to do some tweaking in this step. If the simulation results are sig-
nificantly different from your hand calculations (say, more than +30%), then make
sure that your reasoning and hand calculations are correct.

4. Provide any relevant simulation results (e.g., frequency response, step response, etc.).

5. Provide a table summarizing your simulation results (e.g., slew rate, GBW, dc gain,
signal swing, etc.).
6. Provide your final schematic along with the transistor aspect ratios and bias currents.

Doing so may result in feedback and suggestions on your design, which may improve
your understanding of the circuit.
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All of the design problems are self-grading. By this we mean that you will be given a for-
mula for the score of the problem. Various specifications of the problem have been given a par-
ticular weighting. It is your responsibility to make the best choices and trade-offs to maximize
your score. Some guidelines for helping you with the problem and its scoring are as follows:

1. These problems are normally designed so that to get a full score requires an inordi-
nate amount of design time. One of the things you are to learn is the trade-off between
the time you can invest in the problem and the score you want to achieve.

2. If you submit your design to an instructor, you must provide the simulation informa-
tion in the form of at least the input file or schematic input information and the out-
put of the simulator using whatever postprocessing necessary to clearly present the

results.

3. Remember, there is no “right” answer, and your responsibility is to find the best
answer under the given circumstances including how much time you are willing to

spend on the problem.

Problems
4.1-1 Using SPICE, generate a set of parametric 4.1-3.  The circuit shown in Fig. P4.1-3 illustrates a
I-V curves similar to Fig. 4.1-3 for a tran- single-channel MOS resistor with a W/L of
sistor with a W/L = 10/1. Use model 4 pm/l pm. Using Table 3.1-2 model
parameters from Table 3.1-2. parameters, calculate the small-signal ON
4.1-2.  The circuit shown in Fig. P4.1-2 illustrates resistance of the MOS transistor at various
a single-channel MOS resistor with a W/L values for Vg and fill in the table below. Note
of 2 um/l pm. Using Table 3.1-2 model that the most positive supply voltage is 5 V.
parameters, calculate the small-signal ON
resistance of the MOS transistor at various Vs (volts) R lohms]
values for Vg and fill in the table below. 10
3.0
Vs [volts) R (ohms) 5.0
1.0
3.0 5 volts
5.0
—l_ 1=00
—
5 volts i | ------
+
O
1=00 -
—
+
v A V4
- Figure P4.1-3
4.1-4.  The circuit shown in Fig. P4.1-4 illustrates

Figure P4.1-2

a complementary MOS resistor with an n-
channel W/L of 2 um/1 wm and a p-channel



4.1-7.

W/L of 4 pm/l pm. Using Table 3.1-2
model parameters, calculate the small-sig-
nal ON resistance of the complementary
MOS resistor at various values for Vg and
fill in the table below. Note that the most
positive supply voltage is 5 V.

Vs volts) R [ohms)
1.0
3.0
5.0
5 volts

Figure P4.1-4

For the circuit in Fig. P4.1-5(a) assume that
there are NO capacitance parasitics associ-
ated with M1. The voltage source v;, is a
small-signal value, whereas voltage source
Vpe has a dc value of 3 V. Design M1 to
achieve the asymptotic frequency response
shown in Fig. P4.1-5(b).

Using the result of Problem 4.1-5, calculate
the frequency response resulting from
changing the gate voltage of M1 to 4.5 V.
Draw a Bode diagram of the resulting fre-
quency response.

Consider the circuit shown in Fig. P4.1-7.
Assume that the slow regime of charge
injection is valid for this circuit. Initially, the
charge on C; is zero. Calculate v, at time ¢,
after ¢, pulse occurs. Assume that CGSO
and CGDO are both 5 fE. C; = 30 fF. You
cannot ignore body effect. L = 1.0 wm and
W = 5.0 pm. Use the model parameters
from Tables 3.1-2 and 3.2-1 as required.

Vout
Vin

5V
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|
a
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160 MHz

0dB
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Figure P4.1-5
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M1
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Figure P4.1-7

Vout
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4.1-8.

4.1-10.

4.1-11.

4.1-12.

5V

In Problem 4.1-7, how long must ¢; remain
high for C, to charge up to 99% of the
desired final value (2.0 V)?

In Problem 4.1-7, the charge feedthrough
could be reduced by reducing the size of
M1 or increasing the size of C;. What
impact do both of these changes have on the
width of the ¢, pulse?

Considering charge feedthrough due to
slow regime only, will reducing the magni-
tude of the ¢; pulse impact the resulting
charge feedthrough? What impact does
reducing the magnitude of the ¢; pulse
have on the accuracy of the voltage transfer
to the output?

Repeat Example 4.1-1 with the following
conditions. Calculate the effect of charge
feedthrough on the circuit shown in Fig.
4.1-9, where Vg = 1.5V, C; = 150 fF,
W/L = 1.6 pm/0.8 wm. The fall time for
Case 1 and Case 2 is 0.1 ns and 8 ns,
respectively.

Figure P4.1-12 illustrates a circuit that con-
tains a charge-cancellation scheme. Design
the size of M2 to minimize the effects of
charge feedthrough. Assume a slow rise and
fall time of the clock.

Figure P4.1-12

4.1-13.

41-14.

4.2-1

4.3-1

Calculate the effect of charge injection on the
circuit shown in Fig. P4.1-13. Assume that
U=5V/50ns = 10* V/s and v;, = 2.5V
and ignore the bulk effect. Use the model
parameters from Tables 3.1-2 and 3.2-1.

Figure P4.1-13

The four MOS diodes shown in Fig. P4.1-14
form a switch connecting v;, to 1 k) load
resistor when 1.,,,,; = 200 wA. Find the
small-signal value of the on-resistance of this
switch configuration when I..,,,;,.; =200 pA.
What is the switch loss in dB when the
switch is on? If this switch (the four MOS
diodes and controlling current) was inserted
in place of the MOSFET switch in Fig. 4.1-6,
compare the performance of the two switch
realizations.

Find an expression for the resistance R,z
for the parallel combination of identical
NMOS transistors shown in Fig. P4.2-1.
Assume that the transistors are in the active
or triode region of operation and vpyg is
small but not zero. Rederive the expression
for resistance of Fig. 4.2-3 given in Eq.
(4.2-6) assuming the same large-signal
model parameters and W/L used for Fig.
P4.2-1 when vpg is small but not zero.
Which of the two realizations, Fig. 4.2-3 or
Fig. P4.2-1, is more linear?

Figure P4.3-1 illustrates a source-degenerat-
ed current source. Using Table 3.1-2 model
parameters, calculate the output resistance
at the given current bias. Ignore the body
effect.
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4.3-2

Vin

1=zl ¢

J

out

1 kQ

Lcontrol

200 pA

ON

OFF
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G

0 uA

Figure P4.1-14

4.3-3.
B
4.3-4.
Figure P4.3-1
Using the cascode circuit shown in Fig. P4.3-2,
design the W/L of M1 to achieve the same
output resistance as the circuit in Fig. P4.3-1.
Ignore the body effect.
10 HA
P —
——oO
+
2/1
|/ | M2
Vour
4.3-5.

M1

.

v

Figure P4.3-2

Calculate the minimum output voltage
required to keep the device in saturation in
Problem 4.3-1. Compare this result with
that of Problem 4.3-2. Which circuit is a
better choice in most cases?

Calculate the output resistance and the
minimum output voltage, while maintain-
ing all devices in saturation, for the cir-
cuit shown in Fig. P4.3-4. Assume that
iour 1s actually 10 pA. Simulate this cir-
cuit using SPICE LEVEL 3 model (Table
3.4-1) and determine the actual output
current, ioyr and small-signal output
resistance, royur. Use Table 3.1-2 for
device model information.

]OpAl

lout

_o
¥
M2
5/1
w =L
5n Vour

M1

M3

J=

51

Figure P4.3-4

Calculate the output resistance and the min-
imum output voltage, while maintaining all
devices in saturation, for the circuit shown
in Fig. P4.3-5. Assume that igyt is actually
10 pA. Simulate this circuit using SPICE
LEVEL 3 model (Table 3.4-1) and deter-
mine the actual output current, igyr. Use
Table 3.1-2 for device model information.
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IOuAl

M4

4.3-6.

SuAl

M4

4.3-7.

lour

IOuAl

P
— 0
A
M2
I |
:I' 'l: an
V,
11 OouT
Mi
v 0
m an

v )
Figure P4.3-5

Design M3 and M4 of Fig. P4.3-6 so that the
output characteristics are identical to the cir-
cuit shown in Fig. P4.3-5. It is desired that
iour is ideally 10 pA.

suAl

lour

1 Lo

OouT

w 10

4/1

v )
Figure P4.3-6

For the circuit shown in Fig. P4.3-7, deter-
mine ioyr by simulating it using SPICE
LEVEL 3 model (Table 3.4-1). Use Table
3.1-2 for device model information.
Compare the results with the SPICE results
from Problem 4.3-5.

IOpAl

M4

10 ”Al iour
<
—— 0
A
M2
I — |
:], - ,|: an
V
n 4/1 OouT
M3 Mi
4 m

4.3-8

4.3-9

Figure P4.3-7

Use Blackman’s formula to calculate the
small-signal output resistance of the stacked
MOSFET configuration of Fig. P4.3-8 having
identical drain—source drops for both transis-
tors. Express your answer in terms of all the
pertinent small-signal parameters and then
simplify your answer if g, > g4 > (1/R).
Assume the MOSFETs are identical and
ignore body effects.

O
<+
R
Ves2

4||'¢—|[:M2

3 5K

Figure P4.3-8

In Fig. P4.3-9, transistors M1 through M4 are
identical and have a W/L ratio of 10 pm/ 1 pm.
What value of Vy,,, gives the smallest value of
V..in and what is this value of V,,;,, assuming
all transistors are in saturation? What is the
small-signal output resistance in ohms?




4.3-10

Rout

Figure P4.3-9

(Design Problem—this problem is self-
grading.)

You are to design a CMOS current sink
using only a 5 volt power supply and
MOSFETs that will attempt to minimize
Vauy and Al as illustrated in Fig. P4.3-10.
Al, is arithmetically centered about I,
which is 100 pA. Ignore bulk effects and
keep W/Ls between 1 and 100.

Vv and Al, are determined by simu-
lating your design once using the HIGH
model parameters and once using the
LOW model parameters. These two simu-
lations are to be plotted as ipyy versus
vour plot as shown in Fig. P4.3-10. V,y is
the distance horizontally from the origin to
where the line AB intersects the right-most
IV curve. Al, is the biggest vertical differ-
ence between the two simulations from
Vv to SV

The PMOS and NMOS model parame-
ters are as follows:

Model K (nANV?) Vg (VE) A (VT)
NMOS(HIGH) 26.4 0.675 0.011
NMOS(LOW) 216 0825  0.009
PMOS(HIGH) 8.8 —-0.675  0.022
PMOS(LOW) 72 —-0.875 0018

Your score for this problem will be deter-
mined by the following formula:

(5 . (500 pA
SCORE = min , 25] + min ,25
Vv Al,

Problems 179

The values entered in the above SCORE
formula must come from computer simula-
tion. You are responsible for providing the
supporting information necessary to verify
how you determined the value of your
SCORE along with a labeled schematic of
your circuit.

lour
A
v
100 pA fomomey S AN,
A 7/ f B
g2
MIN
% |
0 pA —> Vour
0V 5V

Figure P4.3-10

Consider the simple current mirror illustrat-
ed in Fig. P4.4-1. Over the process, the
absolute variations of physical parameters
are as follows:

Width variation *5%
Length variation 5%
K' variation *+5%
Vr variation *5mV

Assuming that the drain voltages are identi-
cal, what is the minimum and maximum
output current measured over the process
variations given above?

20 pA l l iy

3/1 3/1

Ml M2
Vpsi :Il + _|l: Vps2
VGs

Figure P4.4-1

Find R, igudiyns Rours Vaun(in), and Vi
(out) for the current mirror shown in Figure
P4.4-2. R has the value of 12.9 k().
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4.4-3.

bbb,

Vbp Vbp
50 uA * 500 uA
iin lout
_> ‘_

o o)
+ +

Riy Rour
<

10
vy, L0um — |[:100 um
m

10
ﬁﬁm |__|[_‘T 100 um

Figure P4.4-2

The capacitances of M1 and M2 in Fig.
P4.4-3 are Cy = Cpp = 2001F, Cppy =

gsl

ng2 =50 fF, and del = dez =100 fF.

Find the low-frequency current gain, i,,/i;,,
the input resistance seen by i;,, the output
resistance looking into the drain of M2, and
the —3dB frequency in Hz.

Figure P4.4-3

An NMOS 1:1 current mirror layout is
shown in Fig. P4.4-4. Assume both transis-
tors are in saturation and that Vg = Vpeo.
(a) If I;, = 100 pA, the value of I, should
be 100 pA. Due to the layout, find the actual
value of I,,,. Assume that K’ = 110 pA/V?,
Vr = 0.7, the various sheet resistances are

4.4-5

4.5-1.

4.5-2.

n" diffusion = 35 ()/sq., polysilicon = 25 )/
sq., and the metal 1 contact to p* or n*
(2 pym X 2 pym) is 4 . When counting
squares, attribute 0.5 to a corner square. (b)
How would you improve the error caused by
the layout?

-
[

nEel
P

One square is 1 um x 1 pm

Figure P4.4-4

Four different layouts for an NMOS 1:2
current mirror are shown in Fig. P4.4-5. (a)
Show how to connect the n* regions and
the poly regions to form the current in mir-
ror in each layout. Label the IN, OUT, and
GRD nodes. (Just draw a line from the
region to wherever to indicate the connec-
tion.) (b) Which of the four layouts has the
most accurate current gain? Why? (c)
Which of the four layouts has the least
accurate current gain from physical para-
sitic considerations? Why?

Show that the sensitivity of the reference
circuit shown in Fig. 4.5-2(b) is unity.

Fig. P4.5-2 illustrates a reference circuit
that provides an interesting reference volt-
age output. Derive an expression for Vigp.
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5 volts

M3 :||__||: M4

W/L=4 W/L=1

M1 :I'——'l: M2 Vier

W/L=4 WiL=4

<

Figure P4.5-2

Figure P4.5-3 illustrates a current reference.
The W/L of M1 and M2 is 100/1. The resis-
tor is made from n-well and its nominal
value is 500 k) at 25 °C. Using Table 3.1-2
and an n-well resistor with a sheet resistivi-
ty of 1 k€)/[] + 40% and temperature coef-
ficient of 8000 ppm/°C, calculate the total
variation of output current seen over

4.5-4.

process, temperature of 0-70 °C, and sup-
ply voltage variation of =10%. Assume that
the temperature coefficient of the threshold
voltage is —2.3 mV/°C.

5 volts

o

Ml :||__|l: M2

A4

Figure P4.5-3

Figure P4.5-4 illustrates a current reference
circuit. Assume that M3 and M4 are identi-
cal in size. The sizes of M1 and M2 are dif-
ferent. Derive an expression for the output
current /.
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1457}

M4 |__|l£ M3 4.6-1.

M1 |_ M2

IE Il: M5 4.6-2.

I, = 1 fA and B = 100. Evaluate the sen-
sitivity of Vggg with respect to Vpp.

An improved bandgap reference generator
is illustrated in Fig. P4.6-1. Assume that
the devices M1 through M5 are identical
in W/L. Further assume that the area ratio
for the bipolar transistors is 10:1. Design
the components to achieve an output ref-
erence voltage of 1.262 V. Assume that the
amplifier is ideal. What advantage, if any,
is there in stacking the bipolar transistors?

In an attempt to reduce the noise output of
the reference circuit shown in Fig. P4.6-1, a
capacitor is placed on the gate of MS.
Where should the other side of the capaci-
tor be connected and why?

4.6-3.  For the bandgap reference in Fig. P4.6-3,
Figure P4.5-4 find Vggr to the nearest mV at room
) ) ) temperature. Assume the NPN BJTs are
45-5.  Find the small-signal output resistance of modeled with I, = 100 fA, B ~ o, and
Fig. 4.5-3(b) and Fig. 4.5-4(b). Vi = 26 mV. Assume that the M1-M2
45-6.  Using the reference circuit illustrated in Fig. mirror is ideal and that all W/L values
4.5-3(b), design a voltage reference having are 10.
Vker = 2.5 when Vpp = 5.0 V. Assume that
VoD
L L L L “
_|| _|| _|| _|| II_
MI M2 M3 M4 M5

O O

TY

T}
TX

Figure P4.6-1
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If the bipolar transistors in Fig. 4.6-8(a) are
true vertical bipolar transistors (can be iso-
lated from the substrate), compare the cur-
rent flowing in the substrate between the
two series, temperature-independent refer-
ences in Fig. 4.6-8.

Repeat Example 4.6-2 if Vggg = 1 V.

Repeat Example 4.6-4 and assume that all
resistors (except R3) are equal. Assume all
W/L ratios of all transistors are 10 except
for M23, M24, and M25 (diodes have the
areas indicated in Fig. 4.6-14). Design the
W/L ratios of M23, M24, and M25 and the
value of the equal resistors.

Extend Example 4.6-3 to the design of a
temperature-independent current based on
the circuit shown in Fig. P4.6-8. The tem-
perature coefficient of the resistor R, is
+1500 ppm/°C.

l IREF

4.6-5.
4.6-6.
4.6-7.
Figure P4.6-3 4.6-8.
4.6-4.  Assuming all transistors in Fig. 4.6-8(b) are
matched, n = 10, and R, = 10 k{), find the
value of Vygr at room temperature and R, if
Vpp 1s large enough that all transistors are
operating in the saturation region.
> M1
!
2w
Figure P4.6-8 A temperature-independent reference current.
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CHAPTER 5

CMOS Amplifiers

A €

CMOS amplifiers. We begin by examining the inverter—the most basic of all ampli-

fiers. The order of presentation that follows has been arranged around the stages that
might be put together to form a high-gain amplifier. The first circuit will be the differential
amplifier. This serves as an excellent input stage. The next circuit will be the cascode
amplifier, which is similar to the inverter, but has higher overall performance and more con-
trol over the small-signal performance. It makes an excellent gain stage and provides a
means of compensation. The output stage comes next. The objective of the output stage is
to drive an external load without deteriorating the performance of the high-gain amplifier.
The final section of the chapter will examine how these circuits can be combined to achieve
a given high-gain amplifier requirement.

The approach used will be the same as that of Chapter 4, namely, to present a general
understanding of the circuit and how it works, followed by a large-signal analysis and a
small-signal analysis. In this chapter we begin the transition in Fig. 4.0-1 from the lower to
the upper level of simple circuits. At the end of this chapter, we will be in a position to con-
sider complex analog CMOS circuits. The section on architectures for high-gain amplifiers
will lead directly to the comparator and op amp.

As the circuits we study become more complex, we will have an opportunity to employ
some of the analysis techniques detailed in Appendix A. We shall also introduce new tech-
niques, where pertinent, in developing the subject of CMOS analog integrated-circuit design.
An example of such a technique is the dominant pole approximation used for solving the
roots of a second-order polynomial with algebraic coefficients.

Because of the commonality of amplifiers, we will use a uniform approach in their pres-
entation. First, we will examine the large-signal input—output characteristics. This will pro-
vide information such as signal swing limits, operating regions (cutoff, active or saturated),
and gain. Next, we will examine the small-signal performance in the region of operation
where all transistors are saturated. This will provide insight into the input and output resist-
ance and small-signal gain. Including the parasitic and intrinsic capacitors will illustrate the
frequency response of the amplifier. Finally, we will examine other considerations such as
noise, temperature dependence, and power dissipation where appropriate. More information
on the topics of this chapter can be found in several excellent references [1-3].

This chapter uses the basic subcircuits of the last chapter to develop various forms of

185
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Inverters

i& 5.1

The inverter is the basic gain stage for CMOS circuits. Typically, the inverter uses the common-
source configuration with either an active resistor for a load or a current sink/source as a load
resistor. There are a number of ways in which the active load can be configured as shown in
Fig. 5.1-1. These inverters include the active PMOS load inverter, current-source load
inverter, and push—pull inverter. The small-signal gains increase from left to right in each of
these circuits with everything else equal. The active PMOS load inverter, current-source
inverter, and push—pull inverter will be considered in this chapter.

Active Load Inverter
Many times a low-gain inverting stage is desired that has highly predictable small- and large-
signal characteristics. One configuration that meets this need is shown in Fig. 5.1-1 and is
the active PMOS load inverter (we will simply use the term “active load inverter”). The large-
signal characteristics can be illustrated as shown in Fig. 5.1-2. This figure shows the ij, versus
vps characteristics of M1 plotted on the same graph with the “load line” (i, versus vpg) char-
acteristic of the p-channel, diode-connected, transistor, M2. The “load line” of the active resis-
tor, M2, is simply the transconductance characteristic reversed and subtracted from Vpp,. It is
apparent that the output-signal swing will experience a limitation for negative swings. voyt
versus vy can be obtained by plotting the points marked A, B, C, and so on from the output
characteristics to the output—input curve. The resulting curve is called a large-signal voltage-
transfer function curve. It is obvious that this type of inverting amplifier has limited output
voltage range and low gain (gain is determined by the slope of the voyt versus vy curve).

It is of interest to consider the large-signal swing limitations of the active-resistor load
inverter. From Fig. 5.1-2 we see that the maximum output voltage, voyr(max), is equal to Vpp —
|Vzp|. Therefore,

vour(max) = Vpp — |Vip| (5.1-1)

This limit ignores the subthreshold current that flows in every MOSFET. This very small cur-
rent will eventually allow the output voltage to approach Vpp.

In order to find voyr(min) we first assume that M1 will be in the nonsaturated (active)
region and that Vy = |Vp| = V. We have determined the region where M1 is active by plot-
ting the equation

Vpsi = Vgsi — Vin— Vour = vin — 0.7V (5.1-2)
e e
M2 . v ! M2
I 1 Vo= i I
Dl voUT | T Dl YouT 1 VIN Dl VOUT
i - i
VIN ! VIN !
o—{[ M1 i o—[ M1 | Ml
i i
Active i Current- i Push—pull J_—
PMOS Load : Source Load : Inverter
Inverter : Inverter :

Figure 5.1-1 Various types of inverting CMOS amplifiers.
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OV

VIN = 45
N \540»\} yVIN=

VIN =

Ip (mA)

Figure 5.1-2 Graphical illustration of the voltage-transfer function for the active load inverter.

which corresponds to the saturation voltage of M1. The current through M1 is

2 2
p = B1 ((V(m = VDvps1 — VL;SI) =5 <(VDD — Vp(our) — (VOIZJT)> (5.1-3)

and the current through M2 is

. B B B
Ip = = (VSGz |VTD2 == (VDD Voutr — ‘VT|) = (VOUT + |VT‘ VDD)2 (5.1-4)

Equating Eq. (5.1-3) to Eq. (5.1-4) and solving for voyr gives

VDD - VT

V1 + (B2/B1)

We have assumed in developing this expression that the maximum value of vyy is equal to Vpp,.
It is important to understand how the lower limit of Eq. (5.1-5) comes about. The reason that
the output voltage cannot go to the lower limit (ground) is that the voltage across M2 produces
current that must flow through M1. Any MOSFET can only have zero voltage across its
drain—source if the drain current is zero. Consequently, the minimum value of voyr is equal to
whatever drain—source drop across M1 is required to support the current defined by M2.

VOUT(min) = VDD - VT - (51-5)
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Vpp
S2 = B2
M2 8m2Vgs2
1Dl vour Gl Rou
_?-Dl =D2=G2 o o—

‘?.i' M1 é Vin  8mlVgsl

S1=Bl=+

|
O
+ + <« 7
Vout : Vin . Vout
B B 8&m1Vin Tdsl P &m2Vout rds2 _
O o, < O

Figure 5.1-3 Development of the small-signal model for the active load inverter.

The small-signal voltage gain of the inverter with an active-resistor load can be found
from Fig. 5.1-3. This gain can be expressed by summing the currents at the output to get

8m1Vin + 8ds1Vout + 8m2Vout + 8ds2Vour — 0 (51'6)

Solving for the voltage gain, v, /v;,, gives

Vout _ —8mi - _ 8m1 _ _ (K/’VW|L2)1/2 (5.17)
Vin  8ast T 8as2 T &m2 8m2 KiL W, :
The small-signal output resistance can also be found from Fig. 5.1-3 as
1 1
Rou = =— (5.1-8)

8ds1 + 8ds2 + 8m2 B Em2

The output resistance of the active-resistor load inverter will be low because of the low resist-
ance of the diode-connected transistor M2. The resulting low-output resistance can be very
useful in situations where a large bandwidth is required from an inverting gain stage.

The small-signal frequency response of the active-resistor load inverter will be examined
next. Figure 5.1-4(a) shows a general inverter configuration and the important capacitors. The
gate of M2 (point x) is connected to V,,, for the case of Fig. 5.1-3. C,,;; and C,,, represent
the overlap capacitances, Cy;; and Cy,, are the bulk capacitances, C,,, is the overlap plus gate
capacitance, and C; is the load capacitance seen by the inverter, which can consist of the next

Cu
o— ¢ T ?
Vin &mVin ®R0u$ CouT Vout
[o, O

(b)

Figure 5.1-4 (a) General configuration of an inverter illustrating the
parasitic capacitances. (b) Small-signal model of (a).
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gate(s) and any parasitics associated with the connections. Figure 5.1-4(b) illustrates the
resulting small-signal model assuming that V;, is a voltage source. (The case when V;, has a
high source resistance will be examined in Section 5.3, which deals with the cascode ampli-
fier.) The frequency response of this circuit is

Vout(s) _ _ngout(l - S/Zl)

5.1-9
Vin(s) 1 = s/p ( )
where
Em = &mi (5.1-10)
~1 —8m ~ V2K (WL
P = - Sm2  _ N(Wi/L)Ip, (5.1-11)
Rout(cout + CM) Cout + CM Cout + CM
8m
= 5.1-12
a=c (5.1-12)
and
Rowt = (8as1 + 8as2 + 8n2) ' = 8 (5.1-13)
CM = ngl (51-14)
Coutr = Cpar + Cpar + Cgp + Cp. (5.1-15)

It is seen that the inverting amplifier has a right half-plane zero and a left half-plane pole.
Generally, the magnitude of the zero is larger than the pole so that the —3 dB frequency of
the amplifier is equal to 1/[R,,(Cou T Cap)]- Equation (5.1-11) shows that in this case, the —3
dB frequency of the active-resistor load inverter is approximately proportional to the square
root of the drain current. As the drain current increases, the bandwidth will also increase
because R will decrease.

InchnidE8  Performance of an Active-Resistor Load Inverter

Calculate the output-voltage swing limits for V, = 5V, the small-signal gain, the output
resistance, and the —3 dB frequency of Fig. 5.1-3 if W\/L; is 2 pm/1 pm and W,/L, = 1 pm/
I pm, Coyy = 0.5 fF, Cpyy = 10 {F, Cppp = 10fF, Cyi, = 2fF, C, = 1 pF, and Ipp; = Ip, =
100 pA, using the parameters in Table 3.1-2.

SOLUTION

From Egs. (5.1-1) and (5.1-5) we find that the voyr(max) = 4.3 V and voyr(min) = 0.418 V.
Using Eq. (5.1-6) we find that the small-signal voltage gain is —2.098 V/V. From Eq. (5.1-8),
we get an output resistance of 9.17 k() if we include g, and g, and 10 kQ if we consider
only g,,». Finally, the zero is at 3.97 X 10" rad/s and the pole is at —106.7 X 10° rad/s. Thus,
the —3 dB frequency is 17 MHz.
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Current-Source Inverter
Often an inverting amplifier is required that has gain higher than that achievable by the active load
inverting amplifier. A second inverting amplifier configuration, which has higher gain, is the cur-
rent-source inverter shown in Fig. 5.1-1. Instead of a PMOS diode as the load, a current-source
load is used. The current source is a common-gate configuration using a p-channel transistor with
the gate connected to a dc bias voltage, V.. The large-signal characteristics of this amplifier can
be illustrated graphically. Figure 5.1-5 shows a plot of i, versus voyt. On this current—voltage char-
acteristic the output characteristics of M1 are plotted. Since vyy is the same as vgg;, the curves have
been labeled accordingly. Superimposed on these characteristics are the output characteristics of
M2 with voyr = Vpp — vspo. The large-signal voltage-transfer function curve can be obtained in
a manner similar to Fig. 5.1-2 for the active-resistor load inverter. Transferring the points A, B, C,
and so on from the output characteristic of Fig. 5.1-5 for a given value of Vi, to the voltage-trans-
fer curve of Fig. 5.1-5 results in the large-signal voltage-transfer function curve shown.

The regions of operation for the transistors of Fig. 5.1-5 are found by expressing the satu-
ration relationship for each transistor. For M1, this relationship is

Vpsi = Vst — VTN_>VOUT = VIN — 0.7V (51-16)

which is plotted on the voltage-transfer curve in Fig. 5.1-5. The equivalent relationship for
M2 requires careful attention to signs. This relationship is

Vsp2 = Vsg2 — ‘Vrpl = Voo = Vour = Vop — Voo — | Vil = vour = 32V (5.1-17)

=50VvVv =45V
MIN=SQVIIN a0 v

LIRS BRI N 5V
Z{VIN='3.5V ]
vin=3.0V 4 vin=25V Wp _2pm

Ny
1/

o[ YouT
] +

00

Figure 5.1-5 Graphical illustration of the voltage-transfer function for the current-source load
inverter.
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In other words, when voyr is less than 3.2 V, M2 is saturated. This is also plotted on Fig.
5.1-5. One must know in which region the transistors are operating to be able to perform the
following analyses.

The limits of the large-signal output-voltage swing of the current-source load inverter can
be found using an approach similar to that used for the active-resistor inverter. voy(max) is
equal to Vpp since when M1 is off, the voltage across M2 can go to zero, allowing the output
voltage to equal Vpp providing no output dc current is required. Thus, the maximum positive
output voltage is

vour (max) = Vpp (5.1-18)

The lower limit can be found by assuming that M1 will be in the nonsaturation region.
vour(min) can be given as

\% — |V 27172
i = o v = [ (@) (2 [y e

This result assumes that vy is taken to Vpp.

The small-signal performance can be found using the model of Fig. 5.1-3 with g, ,Vo =
0 (this is to account for the fact that the gate of M2 is on ac ground). The small-signal volt-
age gain is given as

_ w2/
Vou _ —8m  _ (ZKNW1) ( ! )M ! (5.1-220)
Vin  8ast T 8as2 Lilp MtN VI,

This is a significant result in that the gain increases as the dc current decreases. It is a result
of the output conductance being proportional to the bias current, whereas the transconduc-
tance is proportional to the square root of the bias current. This of course assumes that the
simple relationship for the output conductance expressed by Eq. (3.3-9) is valid. The increase
of gain as I, decreases holds true until this current reaches the subthreshold region of opera-
tion, where weak inversion occurs. At this point the transconductance becomes proportional
to the bias current and the small-signal voltage gain becomes a constant as a function of bias
current. If we assume that the subthreshold current occurs at a level of approximately 1 nA
and if (W/L), = (W/L), = 10 pm/1 pm, then using the parameter values in Table 3.1-2 gives
the maximum gain of the current-load CMOS inverter of Fig. 5.1-5 as approximately —521
V/V. Figure 5.1-6 shows the typical dependence of the inverter using a current-source load as

loglA,| Figure 5.1-6 Illustration of the

At influence of the dc drain current on

max : the small-signal voltage gain of the

I current-source inverting amplifier.

Amax | :

10 !
A > >

100 F Weak "+~ Strong "

inversion, inversion

Amax I L L L L7

>/

0.lpyA 1pA  10pA 100pA ImA  10mA
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Example

a function of the dc bias current, assuming that the subthreshold effects occur at approxi-
mately 1 pA.

The small-signal output resistance of the CMOS inverter with a current-source load can
be found from Fig. 5.1-3 (with g,,,vou = 0) as

1 1
Cgan g2 IpON M)

Ry (5.1-21)

If I, = 200 pA and using the parameters of Table 3.1-2, the output resistance of the current-
source CMOS inverter is approximately 56 k(), assuming channel lengths of 1 pm. Compared
to the active load CMOS inverter, this output resistance is higher. Unfortunately, the result is
a lower bandwidth.

The —3 dB frequency of the current-source CMOS inverter can be found from Fig. 5.1-
4 assuming that the gate of M2 (point x) is connected to a voltage source, Vg». In this case,
Cy is given by Eq. (5.1-14) and R, and C,, of Eqgs. (5.1-13) and (5.1-15) become

1
Row=—""7T—— (5.1-22)
8ast 1 8as2
Cu = Coar (5.1-23)
Cout = Coir + Cpat + Cppp + C,. (5.1-24)

The zero for the current-source inverter is given by Eq. (5.1-12). The pole is found to be

—1 s + s’
by = _ _<8d1 84 2) (5.1-25)
Rout(Cout + CM) Cout + CM

The —3 dB frequency response can be expressed as the magnitude of p;, which is

4t )
_ 8ds1 T 8ds2 (5.1-26)
Coat 7 Cor + Cpg1 + Cpip + C.

w1

assuming that the zero magnitude is greater than the magnitude of the pole. If the current-load
inverter has a dc current of 200 A and if the capacitors have the values given in Example 5.1-1
(with Cyyy = Cyyp), we find that the —3 dB frequency is 1.91 MHz (assuming channel lengths
of 1 pm). The difference between this frequency and that found in Example 5.1-1 is due to
the larger output resistance.

Performance of a Current-Sink Inverter

The performance of a current-sink CMOS inverter is to be examined. The current-sink
inverter is shown in Fig. 5.1-7. Assume that W; =2 pm, L; = 1 pm, W, = 1 pm, L, = 1 pm,
Voo = 5V, Vggi = 3V, and the parameters of Table 3.1-2 describe M1 and M2. Use the
capacitor values of Example 5.1-1 (C,yy = C,y2). Calculate the output-swing limits and the
small-signal performance.
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Vpp Figure 5.1-7 Current-sink CMOS inverter.

g Dl vouT

SOLUTION

To attain the output signal-swing limitations, we treat Fig. 5.1-7 as a current-source CMOS
inverter with PMOS parameters for the NMOS and NMOS parameters for the PMOS and use
Eqgs. (5.1-18) and (5.1-19). When we convert the answers for the current-source CMOS
inverter, the output signal-swing limitations for the current-sink CMOS inverter of Fig. 5.1-7
will be achieved. Using a prime notation to designate the results of the current-source CMOS
inverter, which exchanges the PMOS and NMOS model parameters, we get

V’OUT (max) =5V

and

hur(min) = (5 — 0.7 {1—\/1—<110'1)<3_0'7ﬂ—0740V
vour (min) = ( ) 50-2 \5 - 07 = 0.

In terms of the current-sink CMOS inverter, these limits are subtracted from 5 V to get
vour (max) = 4.26 V

and
vour(min) = 0V

To find the small-signal performance, we must first calculate the dc current. The dc cur-
rent, Ip, is

KW, 110 -1
Ip = ;TII(VGGI - VTN)2 = 7.1

(3 — 0.7)> = 291 pA

The small-signal gain can be calculated from Eq. (5.1-20) as —9.2. The output resistance and
the —3 dB frequency are 38.1 k() and 4.09 MHz, respectively.

Push—Pull Inverter

If the gate of M2 in Fig. 5.1-5 or 5.1-7 is taken to the gate of M1, the push—pull CMOS inverter
of Fig. 5.1-8 results. The large-signal voltage-transfer function plot for the push—pull inverter
can be found in a similar manner as the plot for the current-source inverter. In this case
the points A, B, C, and so on describe the load line of the push—pull inverter. The large-signal
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voltage-transfer function characteristic is found by projecting these points down to the hori-
zontal axis and plotting the results on the lower right-hand plot of Fig. 5.1-8. In comparing the
large-signal voltage-transfer function characteristics between the current-source and push—pull
inverters, it is seen that the push—pull inverter has a higher gain assuming identical transistors.
This is due to the fact that both transistors are being driven by vyy. Another advantage of the
push—pull inverter is that the output swing is capable of operation from rail-to-rail (Vpp to
ground in this case).

The regions of operation for the push—pull inverter are shown on the voltage-transfer
curve of Fig. 5.1-8. These regions are easily found using the definition of Vpg(sat) given for
the MOSFET. M1 is in the saturation region when

Vpsi = Vgs1 — Vi > vour = vin — 0.7V (5.1-27)
M2 is in the saturation region when

Vspr = Vsea — |Vl = Vop — vour = Vpp — vin — |Vl (5.1-28)
— vOUT = VIN + 0.7 V

If we plot Eqgs. (5.1-27) and (5.1-28) using the equality sign, then the two lines on the volt-
age-transfer curve of Fig. 5.1-8 result, with the regions appropriately labeled. An important
principle emerges from this and the previous voltage-transfer functions. This principle is that
the largest gain (steepest slope) always occurs when all transistors are saturated.
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Figure 5.1-8 Graphical illustration of the voltage-transfer function for the push—pull inverter.
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Figure 5.1-9 Small-signal model for
o the CMOS inverter of Fig. 5.1-8.
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The small-signal performance of the push—pull inverter depends on its operating region. If
we assume that both transistors, M1 and M2, are in the saturation region, then we will achieve
the largest voltage gains. The small-signal behavior can be analyzed with the aid of Fig. 5.1-9.

The small-signal voltage gain is

ot — (@1 Em VKAWL + VKWL
Your _ (&m + &) = i) NWi/L,) p(Wo/Ls) (5.1-29)
Vin Zas1 T a2 AN+ N

We note the same dependence of the gain on the dc current that was observed for the current-
source/sink inverters. If I, is 1 wA and W /L, = W,/L, = 1, then using the parameters of
Table 3.1-2, the maximum small-signal voltage gain is —276. The output resistance and the
—3 dB frequency response of the push—pull inverter are identical to those of the current-
source inverter given in Eqgs. (5.1-22) through (5.1-26). The only difference is the right half-
plane (RHP) zero, which is given as

— 8mi1 + Em2 — 8mi1 + Em2
Cu Coar T Cop

(5.1-30)

This zero is normally larger than the pole so that the —3 dB frequency given by Eq. (5.1-26)
is valid.

Performance of a Push-Pull Inverter

The performance of a push—pull CMOS inverter is to be examined. Assume that W; = 1 um,
Li=1pm, W, =2 pm, L, = 1 pum, and Vpp = 5V, and use the parameters of Table 3.1-2
to model M1 and M2. Use the capacitor values of Example 5.1-1 (Cpy; = Cgp0). Calculate the
output-swing limits and the small-signal performance assuming that I,; = Ip, = 300 pA.

SOLUTION

The output swing is seen to be from 0 to 5 V. In order to find the small-signal performance,
we will make the important assumption that both transistors are operating in the saturation
region. Therefore, the small-signal voltage gain is

Vou  —257 pS — 245 S
Vie  1.2pS + 1.5u8

= —18.6 V/V

The output resistance is 37 k() and the —3 dB frequency is 2.86 MHz. The RHP zero is
399 MHz.



196 CMOS AMPLIFIERS

Noise Analysis of Inverters
It is of interest to analyze the inverters of this section in terms of their noise performance. First
consider the active load inverter of Fig. 5.1-3. Our approach will be to assume the source is
on ac ground and reflect the mean-square channel current-noise spectral density i to a mean-
square input-voltage-noise spectral density e in series with each gate of each device and then
to calculate the output-voltage-noise spectral density e.,.. In this calculation, all sources are
assumed to be additive. The circuit model for this calculation is given in Fig. 5.1-10.
Dividing e2,, by the square of the voltage gain of the inverter will give the equivalent
input-voltage-noise spectral density, egq. Applying this approach to Fig. 5.1-3 yields

8m1 2
Cout = €1 ("’) + e (5.1-31)

Em2

From Eq. (5.1-7) we can solve for the equivalent input-voltage-noise spectral density as

2 2
8m2 €n2
feq ™ Cnt \/(1 " gml) (en1> (5]_32)

Substituting Eq. (3.2-15) and Eq. (3.3-6) into Eq. (5.1-32) gives, for 1/f noise,

B B1 1/2 KéBz Ll 27172
o= () [ v i

If the length of M1 is much smaller than that of M2, the input 1/f noise will be dominated by
MI1. To minimize the 1/f contribution due to M1, its width must be increased. For some
processes, the p-channel transistor exhibits lower 1/f noise than n-channel transistors. For
such cases, the p-channel transistor should be employed as the input device. The thermal-
noise performance of this inverter is given as

8kT(1 + u,) ) { (W2L1K5)1’2 <1 + m)”‘”
iy =\ 5|1+ V/\VHz) (5.1-34
Featt {<3[2K;<W/L>,11]"2 LWK;) \1+m (v/Viz) 5130

In calculating the output-voltage-noise spectral density of Eq. (5.1-31) we assumed that the
gain from e2, to e2, was unity. This can be verified by Fig. 5.1-11 in which we find that

@ _ [ 82 (rast [l 7as2) r ~1 (5.1-35)
632 1+ ng(rds1||rds2)
VbD Noise- \%45)5) Noise-
__/ Free - __/ Free
' MOSFETSs ' MOSFETs
M2, —[ M2,

Figure 5.1-10 Noise calculations in an active load inverter.
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5 Figgre 5.1-11 Illustration of the influence
€2 of €5 on the noise of Fig. 5.1-10.
o)
+ +
Ves2 g,nzvgs2® rds1 % rdsz% A
o o

The noise model for the current-source load inverter of Fig. 5.1-5 is shown in Fig. 5.1-12. The
output-voltage-noise spectral density of this inverter can be written as

out = @mRowd)’ €1 + (8oRow)” €2 (5.1-36)

Dividing Eq. (5.1-36) by the square of the gain of this inverter and taking the square root
results in an expression similar to Eq. (5.1-32). Thus, the noise performances of the two
circuits are equivalent although the small-signal voltage gains are significantly different.

The output-voltage-noise spectral density of the push—pull inverter can be calculated
using Fig. 5.1-13. Dividing this quantity by the square of the gain gives the equivalent input-
voltage-noise spectral density of the push—pull inverter as

2 2
ml €n m2 €n
geq:\/( 8m1 €n1 ) +( 8m2 €n2 > (5.1-37)
8m1 + Em2 8m1 + Em2

If the transconductances are balanced (g,,; = g,.2), then the noise contribution of each device
is divided by 2. The total noise contribution can be reduced only by reducing the noise
contributed by each device individually. The calculation of thermal and 1/f noise in terms of
device dimensions and currents is left as an exercise for the reader.

The inverter is one of the basic amplifiers in analog circuit design. Three different con-
figurations of the CMOS inverter have been presented in this section. If the inverter is driven
from a voltage source, then the frequency response consists of a single dominant pole at the
output of the inverter. The small-signal gain of the inverters with current-sink /source loads
was found to be inversely proportional to the square root of the current, which led to high
gains. However, the high gain of current-source/sink and push—pull inverters can present a
problem when one is trying to establish dc biasing points. High-gain stages such as these will
require the assistance of a dc negative feedback path in order to stabilize the biasing point. In
other words, one should not expect to find the dc output voltage well defined if the input dc
voltage is defined.

Vbp Noise- VbD Noise-
e%z - - _/ Free - _ / Free

1 ' MOSFETs 1 ' MOSFETs

LM gy MR
Veer = i . = 2
- 62 : : Cout : 62 : Cout
= “nl 1 1 €q 1
] ]
]

Figure 5.1-12 Noise calculations in a current-source load inverter.
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VoD Noise- Figure 5.1-13 Noise model for the push—pull CMOS inverter.
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w 5.2 Differential Amplifiers

N

The differential amplifier is one of the more versatile circuits in analog circuit design. It is
also very compatible with integrated-circuit technology and serves as the input stage to most
op amps. Figure 5.2-1(a) shows a schematic model for a differential amplifier (actually this
symbol will also be used for the comparator and op amp). Voltages v, v,, and voyr are
called single-ended voltages. This means that they are defined with respect to ground. The
differential-mode input voltage, v;p, of the differential amplifier is defined as the difference
between v, and v,. This voltage is defined between two terminals, neither of which is
ground. The common-mode input voltage, v,c, is defined as the average value of v, and v,.
These voltages are given as

Vip = Vi — V2 5.2-1)
and

Vi + 1%
Vic = B (52—2)

Figure 5.2-1(b) illustrates these two voltages. Note that v; and v, can be expressed as

Vi = Vic + 7 (52-3)
and
v
vy = Ve — % (5.2-4)

Figure 5.2-1 (a) Symbol for a
differential amplifier. (b)
Illustration of the differential
mode, v;p, and common mode,
Ve, input voltages.
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The output voltage of the differential amplifier can be expressed in terms of its differential-
mode and common-mode input voltages as

vy + v,
vour = AvpVip = Avevie = Avp(vi — v) £ Aye B (5.2-5)

where Ay, is the differential-mode voltage gain and Ay is the common-mode voltage gain.
The = sign preceding the common-mode voltage gain implies that the polarity of this volt-
age gain is not known beforehand. The objective of the differential amplifier is to amplify
only the difference between two different potentials regardless of the common-mode value.
Thus, a differential amplifier can be characterized by its common-mode rejection ratio
(CMRR), which is the ratio of the magnitude of the differential gain to the common-mode
gain. An ideal differential amplifier will have a zero value of Ay and therefore an infinite
CMRR. In addition, the input common-mode range (ICMR) specifies over what range of
common-mode voltages the differential amplifier continues to sense and amplify the differ-
ence signal with the same gain. Another characteristic affecting performance of the differen-
tial amplifier is offset voltage. In CMOS differential amplifiers, the most serious offset is the
offset voltage. Ideally, when the input terminals of the differential amplifier are connected
together, the output voltage is at a desired quiescent point. In a real differential amplifier, the
output-offset voltage is the difference between the actual output voltage and the ideal output
voltage when the input terminals are connected together. If this offset voltage is divided by
the differential voltage gain of the differential amplifier, then it is called the input-offset volt-
age (Vys). Typically, the input-offset voltage of a CMOS differential amplifier is 5-20 mV.

Large-Signal Analysis
Let us begin our analysis of the differential amplifier with the large-signal characteristics.
Figure 5.2-2 shows a CMOS differential amplifier that uses n-channel MOSFETs M1 and M2
to form a differential amplifier. M1 and M2 are biased with a current sink /g connected to the
sources of M1 and M2. This configuration of M1 and M2 is often called a source-coupled
pair. M3 and M4 are an example of how the current sink /g might be implemented.
Because the sources of M1 and M2 are not connected to ground, the question of where
to connect the bulk arises. The answer depends on the technology. If we assume that the
CMOS technology is p-well, then the n-channel transistors are fabricated in a p-well as shown
in Fig. 5.2-3. There are two obvious places to connect the bulks of M1 and M2. The first is to
connect the bulks to the sources of M1 and M2 and let the p-well containing M1 and M2 float.
The second is to connect the bulks of M1 and M2 to ground. What differences exist between

Vbp Figure 5.2-2 CMOS differential amplifier using
I—f—l NMOS transistors.

1 1
1 1
Mlﬂlim iD2l bl/lz
{f H—ove2
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A+
= VBULK

VGl ©
lIBIAS + vGS1
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Figure 5.2-3 Cross section of M1 and
M2 of Fig. 5.2-2 in a p-well CMOS
technology.

D1 G1 SI S2 G2 D2 Vbp

n-substrate

the two choices? If the p-well is connected to the sources of M1 and M2, then the threshold
voltages are not increased because of the reverse-biased bulk—source junction. However, the
capacitance at the source-coupled point to ground now becomes the entire reverse-biased pn
junction between the p-well and the n-substrate. If the p-well is connected to lowest potential
available (ground), then the threshold voltages will increase and vary with the common-mode
input voltage but the capacitance from the source-coupled point to ground is reduced to
the two reverse-biased pn junctions between the sources of M1 and M2 and the p-well. The
choice depends on the application. For example, consider Fig. 5.2-4. In this figure we see two
familiar configurations of the op amp. Figure 5.2-4(a) is the gain of —1 configuration and Fig.
5.2-4(b) is the gain of + 1. Normally the input to an op amp is a differential amplifier, and we
have shown a possible implementation of just the differential input stage using NMOS tran-
sistors. In Fig. 5.2-4(a), the source-coupled node has little change in voltage with respect to
ground when a 1 V step is applied at the input. However, in Fig. 5.2-4(b), the source-coupled
node changes the same amount as the 1 V input step. In this case, a large capacitance from
the source-coupled node to ground would have a deleterious effect on the circuit performance.
In some cases, the designer may have no choice if the source-coupled pair consists of p-chan-
nel transistors in a p-well technology.

The large-signal analysis begins by assuming that M1 and M2 are perfectly matched. It
is also not necessary for us to define the loads of M1 and M2 to understand the differential
large-signal behavior. The large-signal characteristics can be developed by assuming that M1
and M2 of Fig. 5.2-2 are always in saturation. This condition is reasonable in most cases and
illustrates the behavior even when this assumption is not valid. The pertinent relationships
describing large-signal behavior are given as

25\ 172 25\ 172
Vip = VGgs1 ~ VGs2 = <gl> - <g2> (5.2-6)

and
ISS = iDl + iD2 (52-7)

Large charging
of capacitance

MWy
R —
> /
= + Little
r charging of
L = capacitance

(a) (b)

Figure 5.2-4 (a) Inverting configuration of the op amp with a gain of —1. (b) Noninverting configura-
tion of the op amp with a gain of +1.
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Substituting Eq. (5.2-7) into Eq. (5.2-6) and forming a quadratic allows the solution for iy,
and i, as

Ip1 = B B

Iss 415

I I 2 2.4 \12
ss | Iss (BVID B VID> (5.2-8)

and

=l (B £)" 520
P22 2\ 4l '

where these relationships are only useful for v;p < 2(155/3)1/2. Figure 5.2-5 shows a plot of
the normalized drain current of M1 versus the normalized differential input voltage. The dot-
ted portions of the curves are meaningless and are ignored.

The above analysis has resulted in ip; or ip, in terms of the differential input voltage, v;p,.
It is of interest to determine the slope of this curve, which leads to one definition of transcon-
ductance for the differential amplifier. Differentiating Eq. (5.2-8) with respect to v;, and
setting V;, = 0 gives the differential transconductance of the differential amplifier as

KilssW, )”2
4L,

Ji
gn =2 (Vip = 0) = (Blsg/h)'? = (

aVID

(5.2-10)

We note in comparing this result to Eq. (3.3-6) with /2 = Ij, that a difference of 2 exists. The
reason for this difference is that only half of v, is being applied to M1. It is also interesting to
note that as I is increased the transconductance also increases. The important property, that
small-signal performance can be controlled by a dc parameter, is illustrated yet again.

The next step in the large-signal analysis of the CMOS differential amplifier is to exam-
ine the voltage-transfer curve. This requires inserting a load between the drains of M1 and M2
in Fig. 5.2-2 and the power supply, Vpp. We have many choices including resistors, MOS
diodes, or current sources. We will examine some of these choices later; however, for now let
us select a widely used load consisting of a p-channel current mirror. This choice results in the
circuit of Fig. 5.2-6. Under quiescent conditions (no applied differential signal, i.e., v;p = 0
V), the two currents in M1 and M2 are equal and sum to /g, the current in the current sink,
MS. The current of M1 will determine the current in M3. Ideally, this current will be mirrored
in M4. If vgg; = vgso and M1 and M2 are matched, then the currents in M1 and M2 are equal.
Thus, the current that M4 sources to M2 should be equal to the current that M2 requires, caus-
ing igut to be zero. In the above analysis, all transistors are assumed to be saturated.

?\\ ! s _VID

20 -1414 0.0' 1414 2.0 (Iss/p)i2

Figure 5.2-5 Large-signal transconductance characteristic of a CMOS
differential amplifier.
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Figure 5.2-6 CMOS differential
amplifier using a current-mirror load.

If these currents are not equal as in the following analysis, we assume because the exter-
nal load resistance is infinite that the current flows in the self-resistance of M2 and M4 (due
to the channel modulation effect). If vgg > vggo, then ip; increases with respect to ip, since
Iss = ip; + ip,. This increase in ip; implies an increase in ip; and ip4. However, ip, decreases
when vgg; is greater than vgg,. Therefore, the only way to establish circuit equilibrium is for
iout to become positive and voy to increase. It can be seen that if vgg < vgss then igyr
becomes negative and vyt decreases. This configuration provides a simple way in which the
differential output signal of the differential amplifier can be converted back to a single-ended
signal, that is, one referenced to ac ground.

If we assume that the currents in the current mirror are identical, then igyr can be found
by subtracting iy, from iy for the n-channel differential amplifier of Fig. 5.2-6. Since igyr is
a differential output current, we distinguish this transconductance from that of Eq. (5.2-10)
by using the notation g,,,. The differential-in, differential-out transconductance is twice g,
and can be written as

diout

K{IssW1>”2

(VID:O):< I
1

Gna = (5.2-11)

GVID

which is exactly equal to the transconductance of the common-source MOSFET if I,
= Ig/2.

The large-signal voltage transfer function for the CMOS differential amplifier of
Fig. 5.2-6 with the dashed battery at the output removed is shown in Fig. 5.2-7. The inputs
have been applied according to the definitions of Fig. 5.2-1(b). The common-mode input has
been fixed at 2.0 V and the differential input has been swept from —1 to +1 V. We note that
the differential amplifier can be either inverting or noninverting depending on how the input
signal is applied. If viy = vgg1 — Vgso as is the case in Fig. 5.2-6, then the voltage gain from
Vin t0 Voyr 18 noninverting.

The regions of operation for the pertinent transistors of Fig. 5.2-6 are shown on Fig. 5.2-
7. We note that the largest small-signal gain occurs when both M2 and M4 are saturated. M2
is saturated when

Vps2 = Voo — Vain—> vour — Vsi = Ve = 0.5vp — Vg — Vi

5.2-12
—vour = Vic — Vi ( )
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5 r—r—T—TT-T—11— ——r — Figure 5.2-7 Voltage-transfer curve for
/_Ti 3 the differential amplifier of Fig. 5.2-6.
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where we have assumed that the region of transition for M2 is close to v;p = 0 V. M4 is sat-
urated when

Vsps = Vsga — |Veel = Vpp — vour = vsea — |Vl (5.2-13)
—vour = Vpp = Vsgs T [Vrp|

The regions of operation for M2 and M4 on Fig. 5.2-7 have assumed the W/L values of
Fig. 5.2-6 and Igs = 100 pA.

The output swing of the differential amplifier of Fig. 5.2-6 could be given by Eq. (5.2-12)
for voyr (min) and Eq. (5.2-13) for voyr(max). Obviously, the output swing exceeds these val-
ues as the magnitude of v;;, becomes large. We will examine this question in more detail in
the next chapter.

Figure 5.2-8 shows a CMOS differential amplifier that uses p-channel MOSFET devices,
M1 and M2, as the differential pair. The circuit operation is identical to that of Fig. 5.2-6. If
the CMOS technology is n-well, then the bulks of the input p-channel MOSFET devices can
connect either to Vp, or to their sources assuming that M1 and M2 are fabricated in their own
n-well that can float. The same considerations hold for capacitance at the source-coupled
node as we discussed previously for the differential amplifier using n-channel MOSFETsS as
the input transistors.

Figure 5.2-8 CMOS differential amplifier using
p-channel input MOSFETs.
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Another important characteristic of a differential amplifier is input common-mode range,
ICMR. The way that the ICMR is found is to set v to zero and vary v;¢ until one of the tran-
sistors in the differential amplifier is no longer saturated. We can think of this analysis as con-
necting the inputs together and sweeping the common-mode input voltage. For the differential
amplifier of Fig. 5.2-6, the highest common-mode input voltage, V;-(max), is found as fol-
lows. There are two paths from V¢ to Vjp, that we must examine. The first is from G1 through
M1 and M3 to Vpp. The second is from G2 through M2 and M4 to V. For the first path we
can write

Vic(max) = Vg(max) = Vpp — Vsgz = Vpsi + Ve (5.2-14)
The above equation can be rewritten as
Vicmax) = Vpp — Vsgz + Vim (5.2-15)
The second path can be written as
Vie(max)" = Vpp — Vpga(sat) = Vg + Vo = Vpp — Vpsa(sat) + Vi, (5.2-16)

Since the second path allows a higher value of V;-(max), we will select the first path from a
worst-case viewpoint. Thus, the maximum input common-mode voltage for Fig. 5.2-6 is
equal to the power supply voltage minus the drop across M3 plus the threshold voltage of M1.
If we want to increase the positive limit of V,-, we will need to select a load circuit that is
different from the current mirror.

The lowest input voltage at the gate of M1 (or M2) is found to be

Vic (min) = Vg + Vipgs(sat) + Vs = Vg + Vipgs(sat) + Visy (5.2-17)

We assume that Vg, and Vi will be equal during changes in the input common-mode volt-
age. Equations (5.2-15) and (5.2-17) are important when it comes to the design of a differen-
tial amplifier. For example, if the maximum and minimum input common-mode voltages
are specified and the dc bias currents are known, then these equations can be used to design
the value of W/L for the various transistors involved. The value of Ws/L; will determine the
value of V,-(max) while the values of W /L, (W,/L,) and Ws/Ls will determine the value of
Vic(min). We will use these equations in later chapters to design the W/L values of some of
the transistors of the differential amplifier.

To design the differential amplifier to meet a specified negative common-mode range, the
designer must consider the worst-case V; spread (specified by the process) and adjust /g and
B3 to meet the requirements. The worst-case V; spread affecting positive common-mode
range for the configuration of Fig. 5.2-6 is a high p-channel threshold magnitude (|Vyy;|) and
a low n-channel threshold (V).

An improvement can be obtained when the substrates of the input devices are connected
to ground. This connection results in negative feedback to the sources of the input devices.
For example, as the common-source node moves positive, the substrate bias increases, result-
ing in an increase in the threshold voltages (V7 and V). Equation (5.2-15) shows that the
positive common-mode range will increase as the magnitude of V7, increases.

A similar analysis can be used to determine the common-mode voltage range possible for
the p-channel input differential amplifier of Fig. 5.2-8 (see Problem P5.2-3).
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Calculation of the Worst-Case Input Common-Mode Range of the n-Channel
Input, Differential Amplifier

Assume that Vp, varies from 4 to 6 V and that Vg¢ = 0, and use the values of Table 3.1-2
under worst-case conditions to calculate the input common-mode range of Fig. 5.2-6. Assume
that I is 100 pwA, W\/L, = W,/L, = 5, W3/L; = W,/L; = 1, and Vpgs(sat) = 0.2 V. Include
worst-case variation in K’ in your calculations.

SOLUTION
If Vpp varies 5 = 1V, then Eq. (5.2-15) gives

2-50 pA
Vicmax) = 4 — (\/———>—+0.85 ) + 055 =4 — 2.34 + 0.55 = 221V
45 pA/V? - 1

and Eq. (5.2-17) gives

. 2-50 pA
Vgi(min) = 0 + 0.2 + ———— +085)=02+130=150V
90 pA/V2 - 5

which gives a worst-case input common-mode range of 0.71 V with a nominal 5 V power
supply.

Reducing Vpp, by several volts more will result in a worst-case common-mode range of
zero. We have assumed in this example that all bulk—source voltages are zero.

Small-Signal Analysis

The small-signal analysis of the differential amplifier of Fig. 5.2-6 can be accomplished with
the assistance of the model (ignoring body effect) shown in Fig. 5.2-9(a). This model can be
simplified to that shown in Fig. 5.2-9(b) and is only appropriate for differential analysis when

O
+
i3 Cz:-:- Vout
T'ds4 : _
O
S4

iéut

D2 =D4

. <:><:> ,-::' Vout:
' C :
€1 :glegsl rds2$rd5$ H :

S1=8S2=83=54
(b)
Figure 5.2-9 Small-signal model for the CMOS differential amplifier. (a) Exact model.
(b) Simplified equivalent model.
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both sides of the amplifier are assumed to be perfectly matched.* If this condition is satisfied,
then the point where the two sources of M1 and M2 are connected can be considered to be at
ac ground. If we assume that the differential stage is unloaded, then with the output shorted
to ac ground, the differential-transconductance gain can be expressed as

fout = T Vgs1 — ZmaVes 5.2-18
Lout 1+ ngrpl Ves1 g 2Vegs2 ( )

or

ié)ut = 8miVegst — 8m2Ves2 = 8maVid (5.2-19)

where g,.1 = &2 = &mar o1 = Tasi || ras3» and ijy, designates the output current into a short
circuit.

The unloaded differential voltage gain can be determined by finding the small-signal out-
put resistance of the differential amplifier. It is easy to see that 7 is

1
Foa = (5.2-20)
8as2 1 8asa

Therefore, the voltage gain is given as the product of g,,; and r:

Vout _ 8md

A, =t Bmd
Yo Vie 8ap T 8aw

(5.2221)

If we assume that all transistors are in saturation and we replace the small-signal parameters
of g,, and r, in terms of their large-signal model equivalents, we achieve

Vo (KilWL)™ 2 (KfW1>”2 (52-22)

Vi O+ N)Uss2) N+ Ny \ el

Again we note the dependence of the small-signal gain on the inverse of It similar to that
of the inverter. This relationship is in fact valid until /g5 approaches subthreshold values.
Assuming that W\/L; = 2 pm/1 pm and that I = 10 A, the small-signal voltage gain of
the n-channel differential amplifier is 52. The small-signal gain of the p-channel differential
amplifier under the same conditions is 35. This difference is due to the mobility difference
between n-channel and p-channel MOSFETs.

The common-mode gain of the CMOS differential amplifiers shown in Fig. 5.2-6 is ide-
ally zero. This is because the current-mirror load rejects any common-mode signal. The fact
that a common-mode response might exist is due to the mismatches in the differential ampli-
fier. These mismatches consist of a nonunity current gain in the current mirror and geometri-
cal mismatches between M1 and M2 (see Section 4.4). In order to demonstrate how to
analyze the small-signal, common-mode voltage gain of the differential amplifier, consider the
differential amplifier shown in Fig. 5.2-10, which uses MOS diodes M3 and M4 as the load.

*It can be shown that the current mirror causes this assumption to be invalid because the drain loads of
M1 and M2 are not matched. However, we will continue to use the assumption regardless.
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Figure 5.2-10 Illustration of the simplications of the differential amplifier for small-signal,
differential-mode, and common-mode analysis.

The differential amplifier of Fig. 5.2-10 is an excellent opportunity to illustrate the dif-
ferences between the small-signal differential-mode and common-mode analyses. If the
input transistors (M1 and M2) of the differential amplifier of Fig. 5.2-10 are matched, then
for differential-mode analysis, the common source point can be ac grounded and the differ-
ential signal applied equally, but opposite to both M1 and M2 as shown by the left-half cir-
cuit of Fig. 5.2-10. For the small-signal, common-mode analysis, the current sink, /g, can
be divided into two parallel circuits with a current of 0.5/gs and output resistance of 2r;s
with the common-mode input voltage applied to both gates of M1 and M2. This equivalent
circuit is shown in the right-hand circuit of Fig. 5.2-10.

The small-signal, differential-mode analysis of Fig. 5.2-10 is identical with the small-
signal analysis of Fig. 5.1-3 except the input is reduced by a factor of 2. Thus, the small-
signal, differential-mode voltage gain of Fig. 5.2-10 is given as

Yol Emt (5.2-23)
Via 2gm3

or
Vo2 8m2
—_— = 4+— 5.2-24
Vid 284 ( )

We see that the small-signal, differential-mode voltage gain of Fig. 5.2-10 is half of the small-
signal voltage gain of the active load inverter. The reason is that, in Fig. 5.2-10, the input sig-
nal is divided half to M1 and half to M2.

The small-signal, common-mode voltage gain is found from the circuit at the right
side of Fig. 5.2-10. Because we have not analyzed a circuit like this before, let us redraw
this circuit in the small-signal model form of Fig. 5.2-11 (ignoring body effect). Note
that 2r,5 represents the small-signal output resistance of M5 X 0.5 transistor. (If the dc
current is decreased by one-half, the small-signal output resistance will be increased by a
factor of 2.)
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Figure 5.2-11 Small-signal model for common-mode
analysis of Fig. 5.2-10.

O—+ Vgsl — 8m1Vgsl
+ - l‘ l‘ lA -

Vic 2r4s5 M d} 1' rds3 Vol
o )

The circuit of Fig. 5.2-11 is much simpler to analyze if we assume that r is large and
can be ignored. Under this assumption, we can write that

Vest = Vie = zgmlrdsSVgsl (52‘25)
Solving for v, gives
- (5.2-26)
ngI 1+ 2gmlrd55 '

The single-ended output voltage, v,;, as a function of v;. can be written as

Vor _ 8&mlras [(1/g3)] - (8m1/8m3) ~ _ 8dss

1%

(5.2-27)
ic I+ 2gt111rds5 1+ 2gmlrds5 2gm3

Ideally, the common-mode gain should be zero. We see that if r,s is large, the common-mode
gain is reduced.

The common-mode rejection ratio (CMRR) can be found by the magnitude of the ratio
of Egs. (5.2-23) and (5.2-27) and is

m1/28m
CMRR = $m8m _ (5.2-28)

8ss!28m3

This is an important result and shows how to increase the CMRR. Obviously, the easi-
est way to increase the CMRR of Fig. 5.2-10 would be to use a cascode current sink in
place of M5. This would increase the CMRR by a factor of g,,r,, at a cost of decreased
ICMR.

The frequency response of the CMOS differential amplifier is due to the various parasitic
capacitors at each node of the circuit. The parasitic capacitors associated with the CMOS
differential amplifier are shown as the dotted capacitors in Fig. 5.2-9(b). C, consists of Cyy,
Cpat> Coazs Cog3, and Cygy. C, consists of Cpy, Cpya, Coqn, and any load capacitance C;. C5 con-
sists only of C,u. In order to simplify the analysis, we shall assume that C; is approximately
zero. In most applications of the differential amplifier, this assumption turns out to be valid.
With C; approximately zero, the differential-mode analysis of Fig. 5.2-9(b) is straightfor-
ward. The voltage-transfer function can be written as

Vouls) = — 83y (5) = Veals) |[—2 (5.2-29)
M g F Gasa [\gws + 5C1 ) 82 s+ w, '
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where w, is given as

s + A
w, = 8ds2 T 8dsa (5.2-30)
G
If we further assume that
m S. + A
8m3 > 8ds2 T 8ads4 (5.2-31)

C G,

then the frequency response of the differential amplifier reduces to

Vou m
() _ ( 8m >< W > (5.2-32)
Via(s) 8ds2 T 8asa/ \S +

Thus, the first-order analysis of the frequency response of the differential amplifier consists
of a single pole at the output given by —(g4» + g44)/C>. In the above analysis, we have
ignored the zeros that occur due to Cgyy, Copn, and Copyy. We shall consider the frequency
response of the differential amplifier in more detail when we consider the op amp.

An Intuitive Method of Small-Signal Analysis

Understanding and designing analog circuits requires an excellent grasp of small-signal
analysis. Small-signal analysis is used so often in analog circuits that it becomes desirable to
find faster ways of performing this analysis on circuits. In CMOS analog circuits, a simpler
method of making a small-signal analysis exists. We will call this method intuitive analysis.
The method is based on the schematics of CMOS circuits and does not require redrawing a
small-signal model. It focuses on the ac changes superimposed on dc variables. The technique
identifies the transistor or transistors that convert input voltage to current. We will call these
transistors the transconductance transistors. The currents that the transconductance transis-
tors create are traced to where they flow into a resistance to ac ground. Multiplying this resist-
ance by the current gives the voltage at this node. The method is quick and can be used to
check a small-signal analysis using the small-signal model.

Let us illustrate the method on the differential amplifier of Fig. 5.2-6. Figure 5.2-12
repeats the differential amplifier of Fig. 5.2-6 with the ac voltages and currents identified.
Note that ac currents can flow against the dc current. This simply means that the actual cur-
rent is decreasing but not changing direction.

From Fig. 5.2-12, for differential-mode operation, we see that the ac currents in M1 and
M2 are 0.5g,,1v;q and —0.5g,,,v;4. The current 0.5g,,,v;; flows into the mirror consisting of M3
and M4 and is replicated at the output of the mirror as 0.5g,,,v;;. Thus, the sum of the ac cur-
rents flowing toward the output node (drains of M2 and M4) is g,V Or g,,Ve. If we recall
that the output resistance of this differential amplifier is the parallel combination of r;, and
r4s4, then the output voltage can be written by inspection as

8m
Vour = (@m1Via) Tow) = (‘) Vig (5.2-33)

8as2 T 8as4



210 CMOS AMPLIFIERS

Figure 5.2-12 Intuitive analysis of the CMOS differential
amplifier of Fig. 5.2-6.

This calculation gives the small-signal, differential-mode voltage gain derived in Eq. (5.2-21)
if 8md = 8m1 = Ema-

The intuitive small-signal analysis method illustrated above becomes very powerful if
we will recall several things we have already learned. One is that the small-signal output
resistance of the cascode configuration is approximately equal to the r; of the common-
source transistor multiplied by the g,,r; of the common-gate transistor. This relationship is
expressed as

rou(cascode) = r,;; (common-source) X g,,r4 (Common-gate) (5.2-34)

In addition to this relationship, it is useful to examine the situation in Fig. 5.2-11, where the
source of the transconductance transistor has a resistance connected from the source to
ground. In this case, we can use Eq. (5.2-26) to show that the effective transconductance,
gn(eff), is given by

&m

ff) = ———
gm(eff) 1+ o R

(5.2-35)

where g,, is the transconductance of the transistor and R is the small-signal resistance con-
nected from the source to ground. In the case of Eq. (5.2-26), R = 2r,5 and g, = g,,;- With
Egs. (5.2-34) and (5.2-35), the designer will be able to apply the intuitive approach to near-
ly all of the circuits that will be encountered in the remainder of this text. The intuitive
approach is not useful for determining the small-signal frequency response although some
aspects of it can be used (the poles in a MOSFET circuit are typically equal to the recipro-
cal product of the ac resistance from a node to ac ground times the capacitance connected to
that node).

Slew Rate and Noise

The slew-rate performance of the CMOS differential amplifier depends on the value of I35 and
the capacitance from the output node to ac ground. Slew rate (SR) is defined as the maximum
output-voltage rate, either positive or negative. Since the slew rate in the CMOS differential
amplifier is determined by the amount of current that can be sourced or sunk into the output/
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compensating capacitor, we find that the slew rates of the CMOS differential amplifiers of
Figs. 5.2-6 and 5.2-8 are given by

Slew rate = I¢/C (5.2-36)

where C is the total capacitance connected to the output node. For example, if Igg = 10 pA
and C = 5 pF, the slew rate is found to be 2 V/us. The value of Igg must be increased to
increase the slew-rate capability of the differential amplifier.

The noise performance of the CMOS differential amplifier can be due to both thermal
and 1/f noise. Depending on the frequency range of interest, one source can be neglected in
favor of the other. At low frequencies 1/f noise is important, whereas at high frequencies/low
currents, thermal noise is important. Figure 5.2-13(a) shows the p-channel differential ampli-
fier with equivalent-noise voltage sources shown at the input of each device. The equivalent-
noise voltage sources are those given in Eq. (3.2-13) with the noise of I, ignored. In this case
we solve for the total output-noise current iz, at the output of the circuit. Furthermore, let us
assume that the output is shorted to ground to simplify calculations. The total output-noise
current is found by summing each of the noise-current contributions to get

2 2 2 2 2 2 2 2 2
lio = 8mi€nl + 8m2 €n2 + 8m3€n3 + 8ma€na (52_37)

Since the equivalent output-noise current is expressed in terms of the equivalent input-
noise voltage, we may use

i = gmiCeg (5.2-38)
to get
Em3 2
g =em tent (gm> [ens + ena) (5.2-39)
ml

We assume that g,,; = g,» and g,,3 = g,.4 in the above. The resulting noise model is shown
in Fig. 5.2-13(b).

Vbp Vbp
ﬂ__MS' l‘_j "_'|ll/l_5| Nfoise-
—_ ree

amplifier

Figure 5.2-13 (a) Noise model of a p-channel differential amplifier with equivalent-
noise voltage sources at the input of each transistor. (b) Equivalent-noise model for (a).



212 CMOS AMPLIFIERS

Assuming that €1 = €2, €,3 = €,4 substituting Eq. (3.2-15) into Eq. (5.2-39) results in

2B KBy \ /L \?
eo(1f) = \/ 121 \/ 1+ <K:B:)(Li) (V/\/Hz) (5.2-40)

which is the equivalent-input 1/fnoise for the differential amplifier. By substituting the thermal
noise relationship into Eq. (5.2-39) the equivalent-input thermal noise is seen to be

16kT Kiy(WA/Ly)
att) = 1+ 4= 2 (VA/H 5.2-41
Ceatth \/3[2K,’311(W1/L1)]”2\/ Ky(WyLy) ( / Z) ( )

If the load device length is much larger than that of the gain device, then the input-referred
1/f noise is determined primarily by the contribution of the input devices. Making the aspect
ratio of the input device much larger than that of the load device ensures that the total ther-
mal noise contribution is dominated by the input devices.

Current-Source Load Differential Amplifier

Another configuration of interest to us is the CMOS differential amplifier that uses current-
source loads. This configuration is shown in Fig. 5.2-14. It has the advantage of a larger input
common-mode range voltage because M3 is no longer connected in the diode configuration.
It can be shown that the differential-in, differential-out (v; — v4) small-signal voltage gain is
the same as that of Fig. 5.2-6. However, if the output voltage is taken at v or v,, the small-
signal voltage gain is half that of Fig. 5.2-6.

The differential amplifier of Fig. 5.2-14 presents a challenge that is not immediately
obvious. Note that Iz defines the currents in M3 and M4 as well as the current in M5. It is
likely that these currents will not be exactly equal. What will happen in this case? In general,
if a dc current flows through both a PMOS transistor and an NMOS transistor, the transistor
with the larger dc current will become active. This is because the only way the currents can
match is for the larger current to reduce, as shown in Fig. 5.2-15. The only way this can be
done is to leave the saturation region. So, if /5 is greater than /;, then M1 is saturated and M3
is active and vice versa.

How then can one use the current source as a load for the differential amplifier? The
answer is found in knowing what is causing the problem. We have seen above that when the
currents are not balanced the outputs of the differential amplifier will increase or decrease.
The key to solving this problem is to note that both outputs will increase or decrease.

*VD D Figure 5:2-14 A current-source load, differen-
tial amplifier.
L W
x1_|k X I x1
M7 l I
V3 V4
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Figure 5.2-15 Illustration of influence of unequal drain currents in Fig. 5.2-14.
@I >6L0b)L>1.

Therefore, if we can provide a common-mode feedback scheme, we will be able to stabilize
the common-mode output voltages of the differential amplifier while allowing the differen-
tial-mode output voltage to be determined by the differential input to the amplifier.

Figure 5.2-16 shows how common-mode feedback can be used to stabilize the common-
mode output voltage v and v, of Fig. 5.2-14. In this circuit, the average value of v; and v, is
compared with V,,, and the currents in M3 and M4 are adjusted until the average of v; and
v,4 is equal to V.. Because the common-mode feedback circuit is forcing the average to equal
Veu, the difference between v and v, is ignored. For example, if v and v, increase together
(their average increases), the gate of MC2 increases, causing /-3 to decrease and thus /5 and
1, to decrease. This causes v3 and v, to decrease as desired. Normally, the common-mode
feedback is taken from the final output of a differential amplifier where there is sufficient
drive capability to handle the resistive load due to Rqy;; and Rcyy». Nevertheless, these resis-
tors must be large enough so as not to degrade performance in the differential signal path. The
topic of common-mode feedback will be explored in much more detail in Section 7.3.

Large-Signal Performance of the Differential Amplifier

In many cases, large signals are applied differentially to the differential amplifier. Assuming
the differential amplifier is given in Fig. 5.2-6, the output current as a function of the input is
given in Fig. 5.2-17(a). When the differential amplifier is used in the large-signal mode,
generally the designer would like to have the output current become a linear function of the

mode feed-
back circuit

MB E];

Figure 5.2-16 Use of common-mode output voltage feedback to stabi-
lize the bias currents of Fig. 5.2-14.
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iouT oyt Figure 5.2-17 (a) Transconductance
characteristic of Fig. 5.2-6.
Igg b= Iggp----- (b) Linearization of the transconduc-

tance characteristic.
Linearization
VIN VIN

e T —Iss

(@ (b)

differential input voltage as shown in Fig. 5.2-17(b). One of the ways to linearize the rela-
tionship between the output current and the differential input voltage is to degenerate the dif-
ferential amplifier by separating the sources by a resistor. Figure 5.2-18 shows two ways of
doing this. It can be shown that effective transconductance of the differential amplifiers in
Fig. 5.2-18 is

lour Em
eff) = =
gm(eff) w2+ g R

(5.2-42)
As g,, R¢ => 2, the effective transconductance becomes 1/Rg.

Although the linearization of the differential amplifier would be the same for both
Figs. 5.2-18(a) and 5.2-18(b), there is an important difference in the two circuits. In Fig.
5.2-18(a), the current through M1 and M2 flows through the resistors, causing a voltage
drop in series with these transistors. In Fig. 5.2-18(b), there is no quiescent current that
flows through the degeneration resistor and therefore it is more attractive if the power sup-
plies are not large.

If the degeneration resistor becomes large, then it may be more attractive to replace the
resistor with the equivalents of Section 4.2 using MOSFETS. Figure 5.2-19 shows two possi-
bilities. The MOSFETS replacing the degenerating resistors are operating in the triode region.
M6 and M7 of Fig. 5.2-19(b) were illustrated in Problem 4.2-1.

Design of a CMOS Differential Amplifier

with a Current-Mirror Load
In addition to analyzing the various CMOS circuits and understanding how they work, it
is important to go to the next step, which is design. In CMOS circuit design, like any

Vbp Vpp
M3 M4
iour iour
Ml M2 i, M1 M2 i,
+o—] = oo e =
VIN A VIN v A
-0 ) -0 )

M5
VNBias1 H%MS VNBias1 <—¢-|i‘—1%M6

(a) (b)

Figure 5.2-18 Two different ways of degenerating the differential amplifier.
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Figure 5.2-19 Implementation of RS of Fig. 5.2-18(b). (a) Single MOSFET in
triode region. (b) Parallel MOSFET implementation of Rg with both MOSFETs
in the triode region.

other design, it is important to select the appropriate relationships that connect the design
specifications to the design parameters. The design in most CMOS circuits consists of an
architecture represented by a schematic, W/L values, and dc currents. In the differential
amplifier of Fig. 5.2-6, the design parameters are the W/L values of M1 through M5 and the
current in M5, I5. (Vs is an external voltage that defines /5 and generally is replaced by the
input of a current mirror.)

The starting point of design consists of two types of information. One is the design con-
straints such as the power supply, the technology, and the temperature. The other type of
information is the specifications. The specifications for the differential amplifier of Fig. 5.2-6
might consist of:

o Small-signal gain, A,
o Frequency response for a given load capacitance, w_;3 45

o Input common-mode range (ICMR) or maximum and minimum input common-mode
voltage [V;¢(max) and V;-(min)]

o Slew rate for a given load capacitance, SR
o Power dissipation, Py
The design is implemented with the relationships that describe the specifications and the use

of these relationships to solve for the dc currents and W/L values of all transistors. The
appropriate relationships for Fig. 5.2-6 are summarized below.

A, = gmRou (5.2-43)
- (5.2-44)

@ -3ap RoutCL .
Vic(max) = Vpp — Vsgz + Viy (5.2-45)
Vie(min) = Vpgs(sat) + Vg = Vpgs(sat) + Vg (5.2-46)
SR = IJC, (5.2-47)

and

Pgiss = (Vpp + |Vss|)(15) = (Vpp + |Vss‘)(13 + 1y (5.2-48)
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ijxample

Figure 5.2-20 Design relationships for the
differential amplifier of Fig. 5.2-6.
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Figure 5.2-20 illustrates the relationships that are typically used to design the various
parameters of the current-mirror load differential amplifier. From this figure, a design proce-
dure can be developed and is summarized in Table 5.2-1.

Table 5.2-1 Current-Mirror Load Differential Amplifier Design Procedure

This design procedure assumes that the small-signal differential voltage gain, A,; the —3 dB frequency, w_; 4p; the
maximum input common mode voltage, V- (max); the minimum common mode voltage, V;-(min); the slew rate,

SR; and the power dissipation, Py, are given.

(1) Choose I to satisty the slew rate knowing C; or the power dissipation, P;.

(2) Check to see if R o, will satisfy the frequency response and if not, change /5 or modify the circuit (choose a
different topology).

(3) Design Wi/L; (W,/L,) to satisfy the upper ICMR.

(4) Design W/L; (W,/L,) to satisfy the small-signal differential voltage gain, A,

(5) Design Ws/L5 to satisty the lower ICMR.

(6) Iterate where necessary.

Design of a Current-Mirror Load Differential Amplifier

Design the currents and W/L values of the current-mirror load differential amplifier of Fig.
5.2-6 to satisfy the following specifications: Vpp = — Vg = 2.5V, SR = 10 V/ps (C, = 5 pF),
f-348 = 100 kHz (C; = 5 pF), a small-signal differential voltage gain of 100 V/V, —1.5V =
ICMR = 2V, and P4, = 1 mW. Use the model parameters of Kiy = 110 nA/V? Kp =
50 WA/VZ Vi =07V, Vip = —0.7V, Ay = 0.04 V™! and \p = 0.05V "

SOLUTION

1. To meet the slew rate, Is = 50 wA. For maximum Py, I5 = 200 pA.
2. Anf_5 4 of 100 kHz implies that R,,, = 318 k(). R, can be expressed as
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2

=——— = 318k()
Ay + Np)is

ROth
which gives I5 = 70 pA. Therefore, we will pick I5s = 100 pA.
3. The maximum input common-mode voltage gives
VSG3 = VDD - Vlc(maX) + VTNl =25-2+07=12V

Therefore, we can write

2 - 50pA
VSG3 =12V = >
(50 A/ VH)(W5/L3)

Solving for Ws/L; gives

Wi Wi 2

Ly L (05°

4. The small-signal gain specification gives

V(2 - 110 pA/VA(W,/L
8m1 _ ( [ YWH/Ly) _ 23.31\/m

100 VIV = g, Row = =
" a2t g (0.04 + 0.05V50 pA
Solving for W,/L, gives

W _ W
L L

=184

5. Using the minimum input common-mode voltage gives

250 pA
110 pA/V?3(18.4)

VDs(Sat) = Vlc(min) - VSS - VGSl =—-15+25—- \/
=03 —-0222 - 00777V
This value of Vpgs(sat) gives a Ws/Ls of

W 215
— = =301
Ls Ky Vps(sat)

We should probably increase W,/L; to reduce Vg, to allow for a variation in V.
Therefore, select W/L, (W,/L,) = 40, which gives Ws/Ls = 82. The small-signal gain
will increase to 147 V/V, which should be okay.

Most of the useful configurations of the CMOS differential amplifier have been presented
in this section. In later chapters we will show how to increase the gain, reduce the noise, and
increase the bandwidth, as well as other performance enhancements of interest. The CMOS dif-
ferential amplifier is widely used as the input stage to amplifiers and comparators. It has the
feature of relying on matching for good performance, which is compatible with IC technology.
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Cascode Amplifiers

i& 5.3

The cascode amplifier has two distinct advantages over the inverting amplifiers of Section 5.1.
First, it provides a higher output impedance similar to the cascode current sink of Fig. 4.3-4
and the cascode current mirror of Fig. 4.4-6. Second, it reduces the effect of the Miller capaci-
tance on the input of the amplifier, which will be very important in designing the frequency
behavior of the op amp. Figure 5.3-1 shows a simple cascode amplifier consisting of transis-
tors M1, M2, and M3. Except for M2, the cascode amplifier is identical to the current-source
CMOS inverter of Section 5.1. The primary function of M2 is to keep the small-signal resist-
ance at the drain of M1 low. The small-signal resistance looking back into the drain of M2 is
approximately 78,2740, Which is much larger than that seen looking into M3, which is ;.
The small-signal gain of the cascode amplifier is approximately twice that of the inverter
because R, has increased by roughly a factor of 2.

Large-Signal Characteristics
The large-signal voltage-transfer curve of the cascode amplifier of Fig. 5.3-1 is obtained in
the same manner as was used for the inverting amplifiers of Section 5.1. The primary differ-
ence in this case is that the output characteristics of the M1-M2 combination are much flat-
ter than for the case of Fig. 5.1-5, as shown in Fig. 5.3-2.

The regions of operation for transistors M1 through M3 can be found as before. The
operation region for M3 can be found from Eq. (5.1-17) and is a horizontal line at V53 +
|Vrp| or 3.0 V. M2 is saturated when

Vps2 = Va2 = Vin—=vour = Vosi = Ve = Vosi — Vi (5.3-1)
— Vour = Vge2 — Vv

which gives a horizontal line of 2.7 V on Fig. 5.3-2. Finally, the operating region for M1 is
found as

Veer = Ves2 = Vesi = Vin—>vin = w (5.3-2)
where we have assumed that Vg = Vg, = vin. Equation (5.3-2) is a vertical line on Fig.
5.3-2 at viy = 2.05 V. Note that the steepest region of the transfer curve is again where all
transistors are in saturation (between voyt equal to 2.7 and 3.0 V).

Figure 5.3-2 shows that the simple cascode amplifier is capable of swinging to Vpp, like
the previous NMOS-input inverting amplifiers, but cannot reach ground. The lower limit of

Figure 5.3-1 Simple cascode amplifier.
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Figure 5.3-2 Graphical illustration of the voltage-transfer function for the cascode amplifier.

vour, designated as voyur(min), can be found as follows. First, assume that both M1 and M2
will be in the active region (which is consistent with Fig. 5.3-2). If we reference all potentials

to the negative power supply (ground in this case), we may express the current through each
of the devices, M1 through M3, as

2
v
i;m = 6 <(VDD = Vr)vps: — 0251) = 6:(Vop — Vr)vpsi (5.3-3)
. (our — Vpsi)’
Ipp = B2<(VGGZ = vpsi — V)our — Vpsi) — OUT2DS1> (5.3-49)
= B(Viea — vpsi — V)(Vour — Vps1)
and
. Bs 2
Ip3 = ?(VDD = Veas — |VT3|) (5.3-5)

where we have also assumed that both vjg; and voyr are small, and viyy = Vpp. We may solve
for voyr by realizing that ip; = ip, = ip3 and 8; = (3, to get

. B 1
vour(min) = 73(VDD = Vees — |V73|)2

)
+ (5.3-6)
28, Vo2 = Vo Vop — Vn
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i}-Example ‘
5.3-1

Calculation of the Minimum Output Voltage for the Simple Cascode Amplifier

Assume the values and parameters used for the cascode configuration plotted in Fig. 5.3-2 and
calculate the value of voyr(min).

SOLUTION

From Eq. (5.3-6) we find that voyr(min) is 0.50 V. We note that simulation gives a value of
about 0.75 V. If we include the influence of the channel modulation on M3 in Eq. (5.3-6), the
calculated value is 0.62 V, which is closer. The difference is attributable to the assumption that
both vpg and voyt are small.

The values of voyr(max) and voyr(min) as calculated above represent the value of voyr
when the input voltage is at its maximum and minimum values, respectively. While these
values are important, they are often not of interest. What is of interest is the range of output
voltages over which all transistors in the amplifier remain saturated. Under this condition, we
know that the voltage gain should be the largest (steepest slope). These limits are very useful
for designing transistors. Therefore, the largest output voltage for which all transistors of the
cascode amplifier are in saturation is given as

vour (max) = Vpp — Vgps(sat) (5.3-7)
and the corresponding minimum output voltage is
VOUT(min) = VDSI(Sat) + VDsz(Sat) (53—8)

For the cascode amplifier of Fig. 5.3-2, these limits are 3.0 V and 2.7 V. Consequently, the
range over which all transistors are saturated is quite small. To achieve a larger range, we must
reduce the saturation voltages by increasing the W/L ratios. We will discuss this later when
we consider the design of Fig. 5.3-1.

Small-Signal Characteristics

The small-signal performance of the simple cascode amplifier of Fig. 5.3-1 can be analyzed
using the small-signal model of Fig. 5.3-3(a), which has been simplified in Fig. 5.3-3(b). We
have neglected the bulk effect on M2 for purposes of simplicity. The simplification uses the
current-source rearrangement and substitution principles described in Appendix A. Using
nodal analysis, we may write

(8as1 T 8as2 T &m2)V1 — &as2Vout = —&m1Vin (5.3-9)

—(8as2 T &u2IV1 T (8as2 + 8as3)Vou = 0 (5.3-10)

Solving for v, /v;, yields

Vour _ —8m1(8as2 + 8mo) _ T&m _ <2K1'W1 >U2 5.3-11)

Vin  8as18ds2 T 8asi8a3 T 8asa8asy + Qaagmz  &as LIpN;
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Figure 5.3-3 (a) Small-signal model of Flg. 5.3-1 neglecting the bulk effect on
M2. (b) Simplified equivalent model of Fig. 5.3-1.

The output resistance can be found by combining in parallel the small-signal output
resistance of a cascoded current sink (M1 and M2) with 7,3 of Fig. 5.3-1. Therefore, the
small-signal output resistance of the cascode amplifier is given as

Tout = [Fas1 + rasa + Guolasitaso] H Tas3 = 43 (5.3-12)

We will see shortly how to take advantage of the potential increase in gain possible with the
cascode amplifier.

Equation (5.3-12) should be compared with Eq. (5.1-21). The primary difference is that
the cascode configuration has made the output resistance of M2 negligible compared with
r4s3- We further note the dependence of small-signal voltage gain on the bias current as before.
It is also of interest to calculate the small-signal voltage gain from the input v;, to the drain
of M1 (v;). From Egs. (5.3-9) and (5.3-10) we may write

i _ _gml(gd.s‘Z + gds3)
Vin  8as18as2 T 8asi8as3 T 8as28ds3 t 8as38m2
- (gdsZ + gdx3><_gml> _ ~28m _ _2(W1Lz>1/2
8ds3 Em2 8m2 LW,
It is seen that if the W/L ratios of M1 and M2 are identical and g,» = g4, then vi/vy, is
approximately —2.

The reason that this gain is —2 is not immediately obvious. We would normally expect to
see a resistance looking into the source of M2 of 1/g,,,. However, this is obviously not the case.
Let us take a closer look at the resistance Ry, of Fig. 5.3-1, which is that resistance seen look-
ing into the source of M2. A small-signal model for this calculation is shown in Fig. 5.3-4,
which neglects the bulk effect (g, = 0).

To solve for the resistance designated as R, in Fig. 5.3-4, we first write a voltage loop,
which is

(5.3-13)

Voo = (i1 = &maVe)Tasy T iihas = 11(Fas2 + Tas3) — GmotasaVsr (5.3-14)
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8m2Vs2 Figure 5.3-4 A small-signal model for calcu-
iA lating R,,, the input resistance looking into the
. source of M2.
IB
rds3
r'ds2

Solving this equation for the ratio of vy, to i; gives

R = V2 _ Tao + rag (5.3-15)
2 il 1+ Em2lds2 .

We see that R, is indeed equal to 2/g,,, if r;» = r43. Thus, if g,,; = g,,0, the voltage gain from
the input of the cascode amplifier of Fig. 5.3-1 to the drain of M1 or source of M2 is
approximately —2. Also, we note the important principle that the small-signal resistance looking
into the source of a MOSFET depends on the resistance connected from its drain to ac ground.

How does the source resistance come to be dependent on the resistance connected from
the drain to ground? The answer is easy to see if we consider the flow of signal current through
the g,,,vs»-controlled current source of Fig. 5.3-4. This current has two components designat-
ed as iy and ig. Current iy flows through the loop containing r,; and the voltage source, v.,.
Current ig flows only through r,,,. Note that because the current #; is equivalent to i4, the resist-
ance R, is determined by this part of the g,,,v,, current. Basic circuit theory tells us that the
currents will divide according to the resistance seen in the path. For example, if r;3; = 0, then
Ry, = 1/g,,,. However, if ;3 = r0, as is the case with the cascode amplifier, then the currents
split evenly and i, is reduced by a factor of 2 and R, increases by this factor. Note that if the
load resistance of the cascode amplifier is a cascoded current source, then the i, current is very
small and the resistance R, becomes equivalent to ;! This fact will play an important role in
a very popular op amp architecture called the folded-cascode architecture that we will discuss
in Chapter 6.

Let us further illustrate the intuitive approach by rederiving the small-signal voltage gain
of the cascode amplifier of Fig. 5.3-1. In this circuit, the input signal, v;,, is applied to the
gate—source of M 1. This creates a small-signal current flowing into the drain of M1 of g,,;viy.
This current flows through M2 and creates a voltage at the output, which is the point where
the drains of M2 and M3 connect. The resistance at this point is the parallel combination of
Fasi8&motas> [see Eq. (5.2-34)] and r . Since 1y, 8,0t a0 1S greater than r,s, then Ry = ryg.
Multiplying —g,,1vin by Roy gives the small-signal voltage gain of Fig. 5.3-1 as —g,, 1743,
which corresponds to Eq. (5.3-11).

Frequency Response

The frequency behavior of the cascode can be studied by analyzing Fig. 5.3-3(b) with the
capacitors indicated included, which assumes the resistance of the v;, voltage source is
small. C, includes only C,,, while C; includes Cpyy, Cpy, and C,yp and C; includes Cpgp,
Cpaz» Coars Cog, and any load capacitance C;. Including these capacitors, Egs. (5.3-9) and
(5.3-10) become (ignoring the body effect)

(&m2 + gast T 8usz T 5C1 + 5CHVi — guspVour = —(&m1 — SCVin (5.3-16)
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and

—(8as2 T &u2V1 T (a2 + 8as3 T SC3)Vou = 0 (5.3-17)

Solving for V,(s)/V;,(s) gives

Vout(s) _ ( 1 > ( _(gml - SCI)(gdSZ + ng) ) (5 3-18)

Vin(s) 1+ as + bs*) \8us18a2 T 8as3(&m2 T+ 8as1 T 8as2) .
where

_ C3(8as1 + 8as2 + 8m2) + Ca(8us2 t 8as3) T Ci(8us2 + 8uas3)
a = (5.3-19)
8as18as2 T 8as3(&m2 + &as1 t &as2)
and
Cs(C, + C
b= (G T+ 6 (5.3-20)

8as18ds2 T 8as3(&mz T &ast T 8as2)

One of the difficulties with straightforward algebraic analysis is that often the answer, while
correct, is meaningless for purposes of understanding. Such is the case with Eqgs. (5.3-18)
through (5.3-20). We can observe that if s = 0, Eq. (5.3-18) reduces to Eq. (5.3-11). For-
tunately, we can make some simplifications that bring the results of the above analysis back
into perspective. We will develop the method here since it will become useful later when con-
sidering the compensation of op amps. It also can be applied to the differential amplifier of
Section 5.2.
A general second-order polynomial can be written as

P(s) = 1 b2=<1—s><1—s) 3-
(s) + as + bs » p2 (5.3-21)

(1 1) s*
=1—-s{—+—+
P1 P2 Pip2

Now if we assume that |p,| = |p,|, then Eq. (5.3-21) can be simplified as

2

s s
Pis)y=1— 171 + P (5.3-22)
Therefore, we may write p; and p, in terms of a and b as
P (5.3-23)
a
and
Py = —2 (5.3-24)
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The key in this technique is the assumption that the magnitude of the root p, is greater than
the magnitude of the root p;. Typically, we are interested in the smaller root so that this tech-
nique is very useful. Assuming that the roots of the denominator of Eq. (5.3-18) are suffi-
ciently different, Eq. (5.3-22) gives

— (84518452 + 8as3(&m2 + 8as1 T 8as2)]

by = (5.3-252)
D Cx(gun + 8a2 F 8n2) + Co8un + 8asd) + Ci(8u2 + 8ass)
— 8ds3
= 5.3-25b
P G, ( )
The nondominant root p, is given as
_ [C5(8ast t 8as2 + &m2) T Ca8us2 + 8as3) + Ci(8us2 t 8as3)]
by = (5.3-26a)
G(C + &)
—8m2
=" 5.3-26b
P2 C, + G, ( )

Assuming that C;, C,, and C; are the same order of magnitude, and that g,,, is greater than
8us3, then |py| is in fact smaller than |p,|. Therefore, the approximation above is valid.
Equations (5.3-25) and (5.3-26) show a typical trend of CMOS circuits. The poles of the
frequency response tend to be associated with the inverse product of the resistance and capa-
citance of a node to ground. For example, the inverse RC product of the output node is
approximately g,/Cs, whereas the inverse RC product of the node where v, is defined is
approximately g,,./(C, + C,).*
A zero also occurs in the frequency response and has the value of

8mi1
=— 5.3-27
<1 C, ( )
The intuitive reason for this zero is the result of two paths from the input to the output. One
path couples directly through C, and the other goes through the g,,;v;,-controlled source.

Finding Roots by Inspection

Circuits containing MOSFETSs generally are high impedance and lend themselves to methods
of determining the roots of the circuit by inspection. We have illustrated this technique in the
material above. The following guidelines can be used to find the poles of a circuit containing
MOSFETs if the poles are on the negative real axis.

1. Typically, the magnitude of a pole at a node of a circuit is found to be the reciprocal
product of the small-signal resistance from that node to ground times the sum of the
capacitances connected to that node.

2. If there are multiple nodes in a circuit (multiple poles), then start with the node hav-
ing the smallest magnitude and find the pole using the approach in (1). You may have

*Equation (5.3-26b) seems to be contradictive to the inverse RC product concept because in Eq. (5.3-15)
we saw that the resistance looking into the source of M2 is approximately 2/g,,,. This contradiction is
resolved if we assume that capacitor C; of Fig. 5.3-3(b) shorts r,; at the frequency of |p,|, which is the
case if |pi| < |pal.
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to guess which node has the smallest magnitude and then verify your guess after cal-
culating the pole.

3. Next, short the node having the smallest magnitude to ground and find the node hav-
ing the next smallest magnitude and find the second pole using the approach in (1).

4. Now, short both of the previous nodes to ground and find the node having the next
smallest magnitude and find the third pole using the approach in (1).

5. Continue this procedure until all the nodes have been evaluated.

6. Be careful of the influence of positive and negative feedback on the pole calculations
(i.e., the Miller effect).

Zeros can also be identified by inspection. There are at least three sources of zeros, which
are listed in the following guidelines for zeros on the real axis.

1. A pole in a feedback path will become a zero in the feed-forward path.

2. If there is more than one path from the input to the output in a circuit, then at some
complex frequency the two paths will cancel each other, resulting in a zero. This case
generally arises when a capacitor is connected or is inherent between the input and
output of an amplifier.

3. Zeros can be found in simple RC networks and are generally not easy to see by inspec-
tion.

It is always a good practice to use the methods of circuit analysis to find the roots when
possible or at least to confirm the results found by inspection. We shall continue to use both
methods in the material to follow.

Driving Amplifiers from a High-Resistance Source:
The Miller Effect

One of the most important aspects of the cascode amplifier has not yet been examined. This
is because, up to this point, we assumed that the cascode amplifier was driven by a low-
resistance source such as a voltage source. In general, the source resistance in a CMOS cir-
cuit is large enough so that it cannot be neglected as we have done. Let us see what happens
to the normal inverting amplifier when it is driven from a high-impedance source. Figure 5.3-
5(a) shows a current-source load inverter driven from a source having high resistance desig-
nated as R;. Generally, R, is on the order of r.

Vbp c
2
M2 1L
+ e}
Voo, = Vi J_ + N +
- VOUTI%] RS Ci=<V1 C3 22 Ry S Vout
L oo @rzeh, (pogni
M1 o
‘%’ Ry C1 Cgs C3=Cpa1 + Cpaz + Co2
S
. . = Ca=Cyal Ri=R; R3=rgsllras
(a) (b)

Figure 5.3-5 (a) Current-source load inverter driven from a high-resistance source.
(b) Equivalent small-signal model for (a).
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Let us consider the small-signal circuit in Fig. 5.3-5(b). Assuming the input is [;,, the
nodal equations are

[Gy + s(C) + )V — sCoVoy = Iy (5.3-28)
and
(&m1 — GV, + [G3 + s(Cy + C3)]Vo = 0 (5.3-29)

The values of G, and G5 are 1/R, and g4, + gy, Tespectively. Cy is Cyyy, Gy is Cyyy, and Cy
is the sum of Cpyy, Cpy, and Cypp. Solving for Vi, (8)/Vi,(s) gives

Vou(s) _ (sC; — gm)Gy
Vin(s)  G1G3 + 5[G5(Cy + Cy) + Gi(C, + Cy) + g,uC)]
+ (C,C, + C,C5 + C,Cy)s”

(5.3-30)

or

Vout(s) _ —8m1
Vin(s) G;
[1 — s(Cy/gm)]

X (5.3-31)
1+ [Ri(C, + ) + Ry(Cy + C3) + g,uRR3C,]s :
+ (C1C2 + C]C’; + C2C3)R1R3Sz

Assuming that the poles are split allows the use of the previous technique to obtain

-1 -1
= = (5.3-32)
R(Cy + G) + Ry(Cy + C3) + g, RiR3C, gmRiR5C,

P

and

~ _gmlCZ
C,C, + C,C5 + CyCy

Py (5.3-33)

Obviously, p, is more dominant than p, so that the technique is valid. Equation (5.3-32) illus-
trates an important disadvantage of the regular inverter if it is driven from a high-resistance
source. The Miller effect essentially takes the capacitance, C,, multiplies it by the low-
frequency voltage gain from V; to V,, and places it in parallel with R, resulting in a domi-
nant pole (see Problem P5.3-9). The equivalent capacitance due to C, seen at node 1 is called
the Miller capacitance. The Miller capacitance can have a negative effect on a circuit from
several viewpoints. One is that it creates a dominant pole. A second is that it provides a large
capacitive load to the driving circuit.

One of the advantages of the cascode amplifier is that it greatly reduces the Miller
capacitance. This is accomplished by keeping the low-frequency voltage gain across M1
low so that C, is not multiplied by a large factor. Unfortunately, to repeat the analysis
of Fig. 5.3-3(b) with a current-source driver would lead to a third-order denominator
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polynomial, which masks the results. An intuitive approach is to note that the cascode cir-
cuit essentially makes the load resistance in the above analysis approximately equal to twice
the reciprocal of the transconductance of the cascode device, M2, in Fig. 5.3-1 (remember
that this approximation deteriorates as the load impedance seen by the drain of M2 becomes
much larger than r;,). Consequently, R; of Eq. (5.3-32) becomes approximately 2/g,, of the
cascode device. Thus, if the two transconductances are approximately equal, the new loca-
tion of the input pole is

-1 -1
P = = (5.3-34)
R(Cy + C) + 2C, + Cy)lg,, + 2R C, Ri(Cy + 3Cy)

which is much larger than that of Eq. (5.3-32). Equation (5.3-13) also confirms this result in
that the gain across M1 is limited to less than 2 so that the Miller effect is minimized. This
property of the cascode amplifier—removing a dominant pole at the input—is very useful in
controlling the frequency response of an op amp.

We note that although the cascode configuration consisting of M1 and M2 has a high
output resistance, the lower resistance of M3 does not allow the realization of the high out-
put resistance. For this reason, the current-source load is often replaced by a cascode current-
source load as shown in Fig. 5.3-6(a). The small-signal model of this circuit is shown in
Fig. 5.3-6(b). It is more efficient to consider first the output resistance of this circuit. The
small-signal output resistance can be found using the approach of Eq. (5.3-12) as

Tout = [rdsl + Tas2 + (gm2 + gmsz)rdslrdsz] || [rds3 + Vasa + (gm'§ + gmh.s‘3)rds3rds4]

(5.3-35)
= [gmorastas2] || [€m3TasaTasa]
In terms of the large-signal model parameters, the small-signal output resistance is
151.5
out = 5.3-36
Fout < M ) N ( NNy ) ( )
[2K5WIL),1"/) \[2K3(WIL);]™
D2 =D3

8&m1Vin
o,

G2=G3=G4=S1=54
(b)

Figure 5.3-6 (a) Cascode amplifier with high gain and high output resist-
ance. (b) Small-signal model of (a).
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Knowing r,,, the gain is simply

Av = —8mtFou = _gml{[ngVdslrdSZ] “ [ngrdS3rds4]} (53-37)
{[2K{(WIL),1"*} 5

() ()
[2K3(WIL),]"? [2K5(W/L)5]"?

Equations (5.3-36) and (5.3-37) are rather surprising in that the voltage gain is proportional
to I ' and the output resistance varies inversely with the 3/2 power of I,. Let us consider an
example to illustrate the characteristics of the cascode amplifier considered so far.

ifExample ‘

3-2

Comparison of the Cascode Amplifier Performance

Calculate the small-signal voltage gain, output resistance, dominant pole, and nondominant
pole for the cascode amplifier of Figs. 5.3-1 and 5.3-6(a). Assume that 7, = 200 p.A, that all
WIL ratios are 2 pm/1 pwm, and that the parameters of Table 3.1-2 are valid. The capacitors
are assumed to be C,; = 3.5 fF, Cyy = 30 {F, Cp,,, = Cpy, = 24 IF, Cpy, = Cpy, = 12 {F, and
C,=1pFE

SOLUTION

The simple cascode amplifier of Fig. 5.3-1 has a small-signal voltage of 37.1 V/V as cal-
culated from the approximate expression in Eq. (5.3-11). The output resistance is found
from Eq. (5.3-12) as 125 k(). The dominant pole is found from Eq. (5.3-25b) as 1.22 MHz.
The nondominant pole is found from Eq. (5.3-26b) as 579 MHz.

The cascode amplifier of Fig. 5.3-6(a) has a voltage gain of —414 as found from
Eq. (5.3-37). Equation (5.3-36) gives an output resistance of 1.40 M{). The dominant pole
is found from the relationship 1/RC, where R is the output resistance and C is the load
capacitance. This calculation yields a dominant pole at 109 kHz. There is a nondominant
pole associated with the source of M2. This pole is the same as that for the low-gain cas-
code because the cascode load seen by the drain of M2 is shorted by C;. (See the footnote
on page 224.)

The small-signal voltage gain of Fig. 5.3-1 [or Fig. 5.3-6(a)] can be increased by increas-
ing the dc current in M1 without changing the current in M2 and the other transistors. This
can be done by simply connecting a current source from Vp, to the drain of M1 (source of
M2). It can be shown that the gain is increased by the square root of the ratio of I to I, (see
Problem P5.3-5).

Designing Cascode Amplifiers

For the cascode amplifier of Fig. 5.3-1, the design parameters are W,/L;, W,/L,, W3/Ls, the dc
current, and the bias voltages. Figure 5.3-7 shows the amplifier of Fig. 5.3-1 with the rela-
tionships indicated for the design of each of these parameters. Typical specifications for
the cascode amplifier might be Vjp, small-signal gain A,, maximum and minimum output
voltage swings voyr(max) and voyur(min), and power dissipation Py In the following exam-
ple we will illustrate how to use these design relationships to design a cascode amplifier to a
given set of specifications.
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vour(max) = Vpp - Vspa(sat)

21
=Vpp -
"o PP JKp(W/L3)

vour(min) =Vpgi(sat) + Vpga(sat)

—° _ / o, [
Kn(WalL
[:Mz KN(WI/LY)  JKN(Wo/L2)
|7 Jrour

I= Piss = (SR)-Cous
VDD
_ 8&ml _ [2KN(W1/Ly)
Ayl = =
8ds3 7\4P21

Figure 5.3-7 Pertinent design equations for the simple cascode amplifier of Fig. 5.3-1.

Veaer = ¢ [: Ml
Vpsi(sa)+Vgsy VIN

- e 1 2

Design of a Cascode Amplifier

The specifications for a cascode amplifier are Vpp = 5V, Py = 1 mW, A, = =50 V/V,
vour(max) = 4V, and voyr(min) = 1.5 V. The slew rate with a 10 pF load should be 10 V/ps
or greater.

SOLUTION

In design, not all specifications are important to meet exactly. For example, the power supply
must be exactly 5 V but the output swing can exceed the specifications if necessary for some
other reason. Let us begin with the dc current. Both the power dissipation and the slew rate will
influence the current. The slew rate requires a current greater than 100 pA while the power dis-
sipation requires a current less than 200 pA. Let us compromise with a current of 150 pA.

We will first begin with M3 because the only unknown is W5/Ls. Solving the upper right-
hand relationship of Fig. 5.3-7 for W5/Ls;, we get

Wi 21 2150

Ly K)[Vpp — vourmax)l>  50(1)>

The upper left-hand relationship of Fig. 5.3-7 gives W,/L, = W5/L; if I = Igj5s. Next, we use
the lower right-hand relationship of Fig. 5.3-7 to define W,/L, as

Wi ANT (50 - 0.04)%(150)
L, 2K}, 2-110

=273

To design W,/L,, we will first calculate Vg (sat) and use the voyr(min) specification to define
Vpso(sat). Vg (sat) is given as

V(s \/ 21 \/2-150 08V
Sa = = = .
DSt K}y (W,/L,) 110 - 2.73




230 CMOS AMPLIFIERS

Subtracting this value from 1.5 V gives Vps(sat) = 0.5 V. Therefore, W,/L, is

W, 21 2-150
2= S = =557
L2 KNVDsz(Sat) 110 ° 05

Finally, the lower left-hand relationship of Fig. 5.3-7 gives the value of V5, as

/ 21
V =V )+ +Vpy=10V+07V+07V=24V
GG2 psi(sat) Ki(WolLy) TN

E ZIBIAS 2 150

Ls (Voo — Vo'Ky  L7(110)

This example illustrates that by varying the W/L ratios of the transistors, an output voltage
range of 2.5 V is achieved over which all transistors stay in saturation.

This section has introduced a very useful component in analog integrated-circuit design.
The cascode amplifier is very versatile and gives the designer more control over the small-signal
performance of the circuit than was possible with the inverter amplifier. In addition, the cascode
circuit can provide extremely high voltage gains in a single stage with a well-defined dominant
pole. Both of these characteristics will be used in the more complex circuits yet to be studied.

w 5.4 Current Amplifiers

N

Amplifier types are determined by whether the input and output variables are voltage or cur-
rent. In turn, these variables are determined by the input and output resistance levels. For the
amplifiers considered up to this point, the input resistance has been large, causing the input
variable to be voltage. Although the output resistance was large in most MOSFET ampli-
fiers, the output variable was chosen as voltage. This choice is consistent only if the output
load is infinity (which is the case in most MOSFET circuits). Section 5.6 will examine these
implications in more detail as we move from simple amplifiers to more complex amplifiers.

In this section, we want to examine amplifiers with a low input resistance, which implies
that current is the appropriate input variable. Since the output resistance is already large in
most MOSFET amplifiers, the output variable can be selected as current if the output load
resistance is small rather than infinity. This type of amplifier will be called a current amplifi-
er. It is a very useful amplifier and finds many applications in analog signal-processing cir-
cuits at low power-supply voltages and in discrete-time circuits [4,5].

What Is a Current Amplifier?

As we have seen above, a current amplifier is an amplifier with low input resistance, high out-
put resistance, and a defined relationship between the input and output currents. The current
amplifier will typically be driven by a source with a large resistance and be loaded with a small
resistance. Figure 5.4-1 shows the general implementation of a current amplifier. Normally, Ry
is very large and R; is very small. Figure 5.4-1(a) is a single-ended input current amplifier and
Fig. 5.4-1(b) is a differential-input current amplifier. Although the outputs of the current ampli-
fiers in Fig. 5.4-1 are single-ended, they could easily be differential outputs.
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There are several important advantages of a current amplifier compared with voltage
amplifiers. The first is that currents are not restricted by the power-supply voltages so that
wider signal dynamic ranges may be possible at low power supply voltages. Eventually, the
current will probably be converted into voltage, which may limit this advantage. The second
advantage is that —3 dB bandwidth of a current amplifier using negative feedback is
independent of the closed-loop gain. This is illustrated with the assistance of Fig. 5.4-2 using
a differential-input current amplifier. If we assume that the small-signal input resistance look-
ing into the + and — terminals of the current differential amplifier of Fig. 5.4-2 is smaller
than R; or R,, then we can express i, as

Vin .
I, = Ai} — 1) = Ai( - lo> (5.4-1)
R,
Solving for i, gives
. _( A; >Vin (5.4-2)
"7 \1+4,JR, o
However, the output voltage, v, can be expressed in terms of i, as
. R2 Ai
Vout = R2lo = . Vin (54"3)
R \1+ A

Equation (5.4-3) is an important result. If A; is frequency dependent and given by the
following single-pole model

A,
A,»(S) = W (5.4-4)

then it can be shown that the closed-loop —3 dB frequency is

w_3ap = wa(l +A,) (5.4-5)
where w, is the magnitude of the single pole of A,(s) and A, is the dc current gain of the cur-
rent amplifier. Note the unique characteristic that this result is independent of the closed-loop

voltage gain, R,/R,. This characteristic has been exploited to build high-frequency voltage
amplifiers by following the output of Fig. 5.4-2 with a high-frequency buffer amplifier.

i ip
—5 m_' is “E ij
-
is Rg Current RL urrent RL
Amplifier Amplifier
(@) ) (b)

Figure 5.4-1 (a) Single-ended input current amplifier. (b) Differential-input
current amplifier.
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Figure 5.4-2 A current amplifier with resistive
negative feedback applied.

Single-Ended Input Current Amplifiers
The simple current mirror of Fig. 5.4-3(a) is a reasonably good implementation of a current
amplifier. We saw from previous considerations that the small-signal input resistance was

1
R, =— (5.4-6)
8m1
and the small-signal output resistance was
Row = e (5.4-7)
out )\112 .
and the current gain was given ideally as
W,/L
=22 (5.4-8)
Wy/L,

The frequency response of the simple current mirror can be found from the small-signal
model of Fig. 5.4-3(b). Capacitor C; consists of Cpyy, Cyq, C,yo, and any other capacitance
connected to the input. Capacitor C, is equal to Cggp. Flnally, capacitor C; consists of Cppp
and any other capacitance connected to the output. This analysis is the same as that given ear-
lier for the inverter driven from a high-resistance source (Fig. 5.3-5). We will simplify this
analysis by assuming that R; approaches zero. In that case, C; is shorted out and C, is in par-
allel with C,. A single pole results given as

_(gml + gdsl) _(gml + gdsl) —8mi
p1 = =~ (5.4-9)
C,+C G + Cos1 T Co0+ Con Cppt + Cyg + Cop + Cop

Vbp

lout @ lout
-«

C |\
J_ 2 Ry,
gmlvln rds1 ngVm rds2 C3T =0

(2) (b)
Figure 5.4-3 (a) Simple current-mirror implementation of a current amplifier.
(b) Small-signal model of (a).

Curren(/ Amplifier
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Performance of a Simple Current Mirror as a Current Amplifier

Find the small-signal current gain A, the input resistance R;,, the output resistance R, and
the —3 dB frequency in hertz for the current amplifier of Fig. 5.4-3(a) if 10/, = I, = 100 pA
and W,/L, = 10W,/L,; = 10 pm/1 pm. Assume that Cy,; = 25 fF, Cy = C,y, = 16 {F, and
Cer = 3 1F.

SOLUTION

Ignoring channel modulation and mismatch effects, the small-signal current gain A; will be
given by the ratio of W/L values and is +10 A/A. The small-signal input resistance R;, is
approximately 1/g,,; and is

1

1
V2Ky(1/1) 10 pA 469 1S

The small-signal output resistance R, is equal to 1/\yl, and is 250 k(). The —3 dB frequen-
cy is given by Eq. (5.4-9) and is

Ry =~ =21.3kQ

46.9 pS
W34 = 60 fF

= 781.7 X 10°rad/s — f_; 45 = 124 MHz

The self-biased, cascode current sink discussed in Section 4.4 can be used to achieve
better performance as a current amplifier implementation. The self-biased cascode current
mirror used as a current amplifier is shown in Fig. 5.4-4(a). We know that this current mirror
has increased output resistance over the simple current mirror because of the cascode output.
However, it is not clear what is the small-signal input resistance. Figure 5.4-4(b) can be used
to answer this question. Writing a loop equation gives

Vin = R iin + Tds2 (iin - gm3vg.v3) + rdsl(iin - gmlvgsl) (54'10)

rds3
Vin V2 +
8m1Vgsl Vi Tds1
5 _
Current Amplifier
(@) (b)

Figure 5.4-4 (a) Self-biased, cascode current-mirror implementation of
a current amplifier. (b) Small-signal model to calculate R;,.
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5.4-2

Ves1 and v, can be expressed in terms of 7, and v, as

Vgst = V2 = Vip — iR (5.4-11)
and
Vgs3 = Vin — V1 = Vin — (i — gmlvgsl)rdsl = Vin(l + gmiras) = Ginlasi(l + gmR)  (5.4-12)

Substituting Egs. (5.4-11) and (5.4-12) into Eq. (5.4-10) gives

V; R + ryq + raa + raa@mslass(l + guiR) + guiraaR 1
Vin _ ds1 ds3 ds18m3"ds3( 8mR) + gmiras ~R+— (5413)

Rin =
lin I+ guarass(l + guirus) + &mi Tas1 8ml

Equation (5.4-13) is an interesting result. Due to negative feedback, the equivalent input
resistance is approximately R + 1/g,,;. R is designed by Va/I;, which can give a small
value of R;,. This value can easily be 1 k() or less. The improved high-swing cascode cur-
rent sink of Section 4.4 could be used to decrease the input resistance of the current ampli-
fier in Fig. 5.4-4(a) to 1/g,,;.

Current Amplifier Implemented by the Self-Biased Cascode Current Mirror

Assume that 7; and I, of Fig. 5.4-4(a) are 100 pwA. R has been designed to give a Vy of 0.1 V.
Thus, R = 1 k€. Find the value of R;,, R,,, and A; if the W/L ratios of all transistors are
182 pm/1 pm.

SOLUTION

From Eq. (5.4-13) we see that R;, = 1.5 kQ). From our knowledge of the cascode configu-
ration, the small-signal output resistance R, should be approximately g,,.4% s 452 &ma = 2001
uS and rgp = ry = 250 kQ. Thus, R, = 125 MQ. Because Vg, = Vps,, the small-signal
current gain is 1. Simulation results using the SPICE LEVEL 1 model for this example give
Ri, = 1.497 kQ, R, = 164.7 M(), and A; = 1.000.

If we wish to decrease the input resistance below that possible for the self-biased cascode
current amplifier, it will be necessary to employ negative feedback. Figure 5.4-5(a) shows
how this can be accomplished. This circuit uses shunt negative feedback to reduce the small-
signal input resistance below the value of 1/g,,. To keep the dc value of vy to a minimum,
Va3 should be equal to Vy, which gives Vi (min) of V; + 2 V.

The small-signal input resistance can be calculated using the model of Fig. 5.4-5(b). The
results are (see Problem 5.4-4)

Vin 1 1
T = = (5.4-14)
lin &mi T &m&matass T &asi 8m18m3lds3

Rin =

We see that the input resistance of Fig. 5.4-5(a) is approximately g,,37,3 less than the simple
current-mirror input resistance. Unfortunately, further modification is necessary to achieve
accurate current gains because Vpg # Vpso. If I} = 2I; = 100 pA and the W/L ratios are
all 10 wm/1 wm, the small-signal input resistance is approximately 33.7 ().
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VbD
I .
2 Lout .
lin
—
[o —1 8m3Vgs3
+
_‘:_I M2 Vin mves) ot Ves3  rgg3 Vesl
=VGa3 o8 ulal s °
)
Current / Amplifier
(@ (b)

Figure 5.4-5 (a) Current amplifier using negative shunt feedback to reduce
R;,. (b) Small-signal model for calculating R;,.

One of the disadvantages of using negative feedback to achieve low input resistances is
that, at higher frequencies, the loop gain will decrease and the input resistance will increase.
One must also be careful of the poles in the feedback loop, which will become zeros in the
closed loop response. Often, these zeros will be close to other poles, resulting in a pole—zero
doublet that can cause a slow transient response to be superimposed on the normal transient
response [6].

Differential-Input Current Amplifiers

A differential-input current amplifier is shown in Fig. 5.4-6. Let us now consider the
implementation of such an amplifier. The differential-input current amplifier should have an
output current relationship similar to the differential-input voltage amplifier of Eq. (5.2-5).
Using Fig. 5.4-6, this relationship can be written as

. . . . . ip t i
io = Apimp T Aciic = Ap(iy — i) * Ajc 2 (5.4-15)

where Ajp is the differential-mode current gain and A, is the common-mode current gain.
The common-mode current gain is the result of imperfections in matching between the
two inputs.

A straightforward implementation of a differential-input current amplifier is shown in
Fig. 5.4-7(a). This implementation is based on an input-current differential amplifier using
bipolar transistors [ 7]. The dc current sources at the input are necessary and should be larger
than at least twice the maximum possible value of currents i; and i,. Note that the W/L ratio
of M3 and M4 can be used to achieve current gain. If more current gain is needed or a

Figure 5.4-6 Definitions for the differential-mode, (i;p), and
io common-mode, (i;c), input currents of the differential-input
—8  current amplifier.
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Figure 5.4-7 (a) Current-mirror
differential-input current ampli-
fier. (b) Alternate differential-
input current amplifier.

olsm:

—_
() (b)

higher output resistance is required, the output can be modified accordingly. The current
amplifier shown in Fig. 5.4-5(a) could be used to replace M1-M2 and M3-M4 to achieve a
much lower input resistance. The differential-input current amplifier of Fig. 5.4-7(b) is an
alternative approach. Both implementations have a small-signal input resistance of approxi-
mately 1/g,,. Note that both differential-input current amplifiers have a defined dc input
potential. In some cases, the dc input potential can be adjusted by an external input [8].

This section has introduced the concept of a current amplifier and shown how it can be
implemented in CMOS technology. The primary concern of a current amplifier is to achieve
low input resistance. If feedback is not used, the smallest small-signal resistance achievable
with MOSFETs is 1/g,,. There are many other configurations of current amplifiers, one of
which uses the regulated cascode current mirror (see Problems 5.4-7 and 5.4-8). Current
amplifiers will find applications in low-voltage and in switched-current circuits.

Output Amplifiers

m 5.5

The primary objective of an output amplifier is to efficiently drive signals into an output load.
The output load may consist of a resistor, or a capacitor, or both. In general, the output resis-
tor will be small, in the range of 50-1000 (), and the output capacitor will be large, in the
range of 5-1000 pF. The output amplifier should be capable of providing sufficient output
signal (voltage, current, or power) into these types of loads.

The primary requirement of an output amplifier to drive a low-load resistor is to have a
small-signal output resistance that is equal to or smaller than the load resistor. None of the
three types of CMOS amplifiers considered so far have this characteristic although the output
resistance of the active load inverters can approach 1000 (). The primary requirement for an
output amplifier to drive a large capacitance is the ability to output a large sink or source cur-
rent. An amplifier driving a large capacitance does not need to have a low output resistance.

The primary objective of the CMOS output amplifier is to function as a current trans-
former. Most output amplifiers have a high current gain and a low voltage gain. The specific
requirements of an output stage might be (1) provide sufficient output power in the form of
voltage or current, (2) avoid signal distortion, (3) be efficient, and (4) provide protection from
abnormal conditions (short circuit, overtemperature, etc.). The second requirement results
from the fact that the signal swings are large and that nonlinearities normally not encountered
in small-signal amplifiers will become important. The third requirement is born out of the
need to minimize power dissipation in the driver transistors themselves compared with that
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dissipated in the load. The fourth requirement is normally met with CMOS output stages since
MOS devices are, by nature, thermally self-limiting.

We shall consider several approaches to implementing the output amplifier in this section.
These approaches include the Class A amplifier, source followers, the push—pull amplifier, the
use of the substrate bipolar junction transistor (BJT), and the use of negative feedback. Each
one of these amplifiers will be considered briefly from the viewpoint of each of the above
applicable requirements.

Class A Amplifiers

In order to reduce the output resistance and increase the current driving capability, a straight-
forward approach is simply to increase the bias current in the output stage. Figure 5.5-1(a)
shows a CMOS inverter with a current-source load. The load of this inverter consists of a
resistance R; and a capacitance C;. There are several ways to specify the performance of the
output amplifier. One is to specify the ac output resistance of the amplifier, which in the case
of Fig. 5.5-1 is

1 1
g g N+ M

(5.5-1)

Tout

Another is to specify the output swing Vp for a given R;. In this case, the maximum current
to be sourced or sunk is equal to V,/R;. The maximum sinking current of the simple output
stage of Fig. 5.5-1 is given as

_ _ K{WI )
lour = ETN Vop = Vss = V)™ — I (5.5-2)
1

where it has been assumed that vyy can be taken to Vpp. The maximum sourcing current of
the simple output stage of Fig. 5.5-1 is given as
!

KW,

IO+UT = 2L 2 Vop — Ve — |V72|)2 = IQ (5.5-3)
2

where I, is the dc current provided by the current source, M2. It can be seen from Egs. (5.5-2)
and (5.5-3) that the maximum sourcing current will typically be the limit of the output

)
Vpp +Vssl %

R dominates
s the load line

<—IQRL—-<—1QRL—V;D " VOUT

(b)
Figure 5.5-1 (a) Class A amplifier. (b) Load line for the amplifier of (a).
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current. Generally, Ioyr>>15yr because vy can be taken to Vp, strongly turning M1 on and
Iy is a fixed current that is normally a constant.

The capacitor C;, of Fig. 5.5-1 also places a requirement on the output current through
the slew-rate specification. This limit can be expressed as

dvour

dt

[our| = CL( > = C(SR) (5.5-4)

This approximation becomes poor when the load resistance shunting C; is low enough to divert
a significant portion of Ioyr, making it unavailable as charging current. For such cases, the
familiar exponential relationship describing the voltage across C; is needed for accuracy.
Therefore, when designing an output stage, it is necessary to consider the effects of both R,
and C;.

The small-signal performance of the Class A output amplifier of Fig. 5.5-1 has already
been analyzed in Section 5.1. Figure 5.5-2 gives a small-signal model of Fig. 5.5-1 that
includes the load capacitance and resistance. We can modify these results to include the load
resistance and capacitance as follows. The small-signal voltage gain is

v ul - m
Yow . T8m (5.5-5)
Vin  8as1 T 8a2 T Gp

The small-signal output resistance is given by Eq. (5.1-21). The Class A output amplifier has
a zero at

8mi1
7= (5.5-6)
ngl

and a pole at

—(8as1 t &gasz T G1)
C

(5.5-7)
et T Corn + Cpot + Cppp + Cp,

p=

Design of a Simple Class A Output Stage

Use the values of Table 3.1-2 and design the W/L ratios of M1 and M2 so that a voltage swing
of =2 V and a slew rate of ~1 V/us is achieved if R; = 20 kQ and C; = 1000 pF. Assume
that Vpp = —|Vg| = 3V and Vi, = 0 V. Let the channel lengths be 2 pwm and assume that
C.a1 = 100 fF.

SOLUTION

Let us first consider the effects of R;. The peak output current must be =100 wA. In order to
meet the SR requirements a current magnitude of =1 mA is needed to charge the load
capacitance. Since this current is so much larger than the current needed to meet the voltage
specification across R;, we can safely assume that all of the current supplied by the inverter
is available to charge C;. Using a value of =1 mA, W,/L; needs to be approximately 3 pm/2
pm and Wy/L,, 15 pm/2 pm.
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el Figure 5.5-2 Small-signal model for
o_i:; o Fig. 5.5-1.

+ y e
Vin o in Tas1S> ras2 > RLS> Cp Z3ivout
S )

The small-signal gain of this amplifier is —8.21 V/V. This voltage gain is low because of
the low output resistance in shunt with R;. The output resistance of the amplifier is 50 k().
The zero is located at 1.59 GHz and the pole is located at —11.14 kHz.

Efficiency is defined as the ratio of the power dissipated in R; to the power required from
the power supplies. From Fig. 5.5-1(b), the efficiency is given as

Vout (peak)2 vour ( peak)2
P 2R 2R
Efficiency = RL__ L = L (5.5-8)
PSupply (Vpp — VSS)IQ (Vpp — V. )(VDD B Vss)
DD S 2R,

VDD - VSS
The maximum efficiency of the Class A output stage occurs when voyr(peak) is 0.5(Vpp —
Vss), which is 25%.
An amplifier’s distortion can be characterized by the influence of the amplifier upon a

pure sinusoidal signal. Distortion is caused by the nonlinearity of the transfer curve of the
amplifier. If a pure sinusoid given as

Vin(w) =V, sin(w?) (5.5-9)
is applied to the input, the output of an amplifier with distortion will be
Voulw) = a,V,, sin(wt) + a,V, sinQwt) + -+ + a,V, sin(nwt) (5.5-10)

Harmonic distortion (HD) for the ith harmonic can be defined as the ratio of the magnitude
of the ith harmonic to the magnitude of the fundamental. For example, second-harmonic dis-
tortion would be given as

HD, =& (5.5-11)
a;

Total harmonic distortion (THD) is defined as the square root of the ratio of the sum of all of
the second and higher harmonics to the magnitude of the first or fundamental harmonic. Thus,
THD can be expressed in terms of Eq. (5.5-10) as

. a3+ a3+ - +al]"?

a

THD

(5.5-12)
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The distortion of Fig. 5.5-1 for maximum output swings will not be good because of the non-
linearity of the voltage-transfer curve for large-signal swing as shown in Section 5.1.

Source Followers

A second approach to implementing an output amplifier is to use the common-drain or
source-follower configuration of the MOS transistor. This configuration has both large cur-
rent gain and low output resistance. Unfortunately, since the source is the output node, the
MOS device becomes dependent on the body effect. The body effect causes the threshold
voltage V7 to increase as the output voltage is increased, creating a situation where the max-
imum output is substantially lower than V. Figure 5.5-3 shows two configurations for the
CMOS source follower. It is seen that two n-channel devices are used, rather than a p-chan-
nel and an n-channel.

The large-signal considerations of the source follower will illustrate one of its disadvan-
tages. Figure 5.5-3 shows that voyr(min) can be essentially Vg because when vy approaches
Vs, the current through M2 goes to zero, allowing the output voltage to go to zero. This result
assumes that no current is required by the external load. If the source follower must sink external
load current, then voyr(min) will be greater than Vgg. The maximum value of voyr is given as

vour(max) = Vpp — Vi = Voy = Vpp — Vi (5.5-13)
assuming that vyy can be taken to Vpp and no output current is flowing. However, V;; is a

function of vour so that we must substitute Eq. (3.1-2) into Eq. (5.5-13) and solve for voyr.
To simplify the mathematics, we approximate Eq. (3.1-2) as

Vi =Vro + v \/‘; = Vror +v1 Vveu(max) — Vg (5.5-14)

Substituting Eq. (5.5-14) into Eq. (5.5-13) and solving for voyr gives

2
Y1 Y1

vour (max) = Vpp + ? = Vror — ? \/’Y% + 4(Vpp — Vss = Vror) (5.5-15)

Using the nominal values of Table 3.1-2 and assuming that Vp, = —|Vg| = 2.5V, we find

that voyr(max) is approximately 1.46 V. This limit could be alleviated in a p-well process by
placing M1 in its own p-well and connecting source to bulk.

The maximum output-current sinking and sourcing of the source follower is considered
next. The maximum output-current sinking is determined by M2 just like the maximum
output-current sourcing of M2 in Fig. 5.5-1. The maximum output-current sourcing is

Figure 5.5-3 (a) Source follower
with an MOS diode load.

(b) Source follower with a
current-sink load.
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determined by M1 and vyy. If we assume that vy can be taken to Vpp, then the maximum
value of Iyt is given by

. K1W1 2
Iour = [VDD vour = Vrl™ — Ip» (5.5-16)

Assuming a W, /L, of 10, using the value of voyr of 0V, and assuming Iy, = 0.5 mA, the value
of Vg is 1.08 V, giving a maximum value of Ioyr equal to 0.608 mA. However, as vout
increases above 0V, the current rapidly decreases.

The maximum output-current sinking is determined by M2 of Fig. 5.5-3. In Fig. 5.5-3(a),
the maximum output-current sinking is equal to the output voltage across the gate—drain-
connected transistor. This current will decrease as voyurt approaches zero. For Fig. 5.5-3(b),
the maximum output-current sinking is determined by the value of Vs and the transistor
and can be set to any value. Of course, this current will flow through the follower when no
signal is applied and will dissipate power that will reduce the efficiency.

The efficiency of the source follower can be shown to be similar to the Class A amplifi-
er of Fig. 5.5-1 (see Problem P5.5-7). The distortion of the source follower will be better than
the Class A amplifier because of the inherent negative feedback of the source follower.

Figure 5.5-4 shows the small-signal model for the source follower of Fig. 5.5-3(a). If g,,»
is set to zero, this model is appropriate for Fig. 5.5-3(b). The effect of the bulk is implement-
ed by the g,,;,,1 transconductance. The small-signal voltage gain can be found as

V. u 8 m
Vour _ m1 ~ 81 (5.5-17)
Vin GL + 8ds1 + 8ds2 + 8mi1 + 8mbs1 + Em2 8m1 + 8mbs1 + 8m2 + GL

If we assume that Vpp = — Vg =25V, V., =0V, W)/L; = 10 pm/1 pm, W,/L, = 1 pm/
1 wm, G, = 0, and I, = 500 wA, then using the parameters of Table 3.1-2 we find that the
small-signal voltage gain of Fig. 5.5-3(a) is 0.682. If the bulk effect were not present, g,,;s1 =
0, the small-signal voltage gain would become 0.738. For Fig. 5.5-3(b), we set g,,, = 0 to get
a small-signal voltage gain of 0.869 and 0.963 if the bulk effects are ignored. Because of the
bulk effect, the small-signal voltage gain of MOS source followers is always less than unity.
The output resistance of the source followers of Fig. 5.5-3 can be found from the small-
signal model in Fig. 5.5-4 by setting v;, = 0. The resulting small-signal output resistance is

1
Ry = (5.5-18)
o 8mt T &mbst + 8m2 t 8as1 T 8us2
Vgsl
c I l
—+ C I \ l
Tdsl rds2SRLSCh ,-:- vout
_ 8mlVgsl Y 8mbs1Vbsl 8m2Vgs2 :
Vgsl

+

LS |
—+ Cll\ l

rds1 rds2S R SCp 2330 vout
_ 8mlVin gm1Vout 8mbs1Vout :

Figure 5.5-4 (a) Small-signal model for Fig. 5.5-3a. (b) Simplified small-
signal model of (a).
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where g,, = 0 for the source follower of Fig. 5.5-3(b) with a current-sink load. For the
values above, the small-signal output resistance is 651 () for Fig. 5.5-3(a) and 830 () for
Fig. 5.5-3(b). This level of output resistance is as small as possible in normal MOSFET
circuits unless negative shunt feedback is used.

The frequency response of the source follower is determined by two capacitances des-
ignated as C; and C; in the small-signal model of Fig. 5.5-4. C| consists of capacitances con-
nected between the input and output of the source follower, which are primarily C,. C,
consists of capacitances connected from the output of the source follower to ground. This
includes Cyp (0r Cyy), Crars Chyr, and C, of the next stage. The small-signal frequency
response can be found as

Vout(s) _ gml + SCI
Vin(9)  &ast + a2 T &1 + &umps1 T &2 + S(C + Cy) + G

(5.5-19)

When G; = 0, the pole is located at approximately —(g,,; + g.2)/(C; + C,), which is
much greater than the dominant pole of the inverter, differential amplifier, or cascode
amplifier. The presence of a left half-plane zero leads to the possibility that in most cases
the pole and zero will provide some degree of cancellation, leading to a broadband
response.

It is of interest to consider a push—pull-version of the source follower as shown in
Fig. 5. 5-5(a). The floating batteries, Vgjas, are used to provide a gate—source bias to M1 and
M2 in order to define the quiescent current in M1 and M2. Figure 5.5-5(b) shows the practical
implementation of these batteries. An advantage of this circuit is that the currents are actively
sourced and sunk. A disadvantage is that the output swings are at best limited to a threshold drop
below the upper and above the lower power-supply voltages. These thresholds are increased due
to the bulk effect and severely limit the output swing. (See Problem P5.5-12).

The efficiency of the push—pull-type amplifier can be much greater than the efficiency of
the Class A amplifier. Push—pull amplifiers are called Class B or Class AB because the cur-
rent in the output transistors is not flowing for the entire period of a sinusoidal output volt-
age. For a Class B, the current only flows in one transistor for 180° of the 360° period and for
Class AB, the current only flows between 180° and 360° of the period. These concepts are
illustrated in Fig. 5.5-6(a) for a Class B push—pull source follower and in Fig. 5.5-6(b) for a
Class AB push—pull source follower.

Vbp
M1
LS g | R
VBIAS— —Vss

vINo{+ I iouT D
VBIAS = = OVOUT

T'—|E—_|: Ry

M2 EVD -
v - - VIN o_|
VSS 4
v Vss
(a) 55 )

Figure 5.5-5 (a) Push—pull, source follower. (b) Push—pull, source follower showing the
implementation of the floating batteries, Vgias.
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Figure 5.5-6 Output voltage and current characteristics for the push—pull, source follower of Fig. 5.5-5(a)
for (a) Class B and (b) Class AB operation. Operation in the shaded areas is not possible unless V;, can be
outside the rails.

For the Class A push—pull source follower of Fig. 5.5-6(a), M1 provides the current to
the load R; (1 k€)), when the output voltage is above zero. As vour goes negative, M1 shuts
off, and M2 sinks the current from the load R;. The crossover point between the two transis-
tors is at the origin of Fig. 5.5-6(a). Figure 5.5-6(b) illustrates when the push—pull source fol-
lower operates in the Class AB mode. When the input voltage is above 0.7 V, only M1 is on
providing the current to the load. When the input voltage is between —0.7 V and 0.7 V, both
M1 and M2 are providing the currents to or from the load. When the input voltage is below
—0.7V, only M2 is on sinking current from the load. One important distinction between Class
B and Class AB is that there is no bias current in the transistors when the output voltage is
zero for the Class B. This means that the efficiency of the Class B will always be greater than
that of Class AB. To minimize crossover distortion, it will be necessary to operate the
push—pull follower slightly in Class AB mode.

The efficiency of a Class B amplifier can be calculated using the previous definition and
assuming the output voltage is a sinusoid. The efficiency for a Class B amplifier can be
expressed as

vour (peak)’
Efficiency — — R — 2Ry _ mrour(peak) oo o)
Psupply Vop — VSS)(VOUT(Peak)) 2 Vpp — Vss '
"TRL

The term voyr(peak)/wR; in the denominator of the middle expression of Eq. (5.5-20) represents
the average current flow for a half-wave rectified sinusoid. The maximum efficiency occurs
when vgur(peak) is the largest, i.e. 0.5(Vpp — Vi), and is 78.5%. The Class AB amplifier will
have an efficiency between Eq. (5.5-20) and Eq. (5.5-8) depending on the biasing in Fig. 5.5-5.

The small-signal performance of the push—pull source follower of Fig. 5.5-5(a) can be
determined from the small-signal model shown in Fig. 5.5-7. The small-signal voltage gain is
given as

Vout — 8m1 + Em2
Vin  8ast T a2 T &m1 T Gubst T &2 T &bz T Gi

(5.5-21)
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Vgsl Vg32
Vin rdsl ris2S> Ry, CQIZ.".Z.' Vout
—  8mlVgsl'Y 8mbs1Vbsl 8m2Vgs2Y 8mbs2Vbs2
ngl = ngZ

(b)
Figure 5.5-7 (a) Small-signal model for Fig. 5.5-5(a). (b) Simplified small-signal
model of (a).

The small-signal output resistance R, is found as

1
R — (5.5-22)
o 8ds1 + 8ds2 + 8m1 + 8mbs1 + 8m2 + 8mbs2 + GL

If Vpp = 5V and the output is at 2.5 V, the value of bias current in M1 and M2 is 500 pA,
the W/L values are 20 pwm/2 pm, the small-signal voltage gain is 0.895, and the small-signal
output resistance is 510 (). A zero exists at

m + m
— 8m T 8m (5.5-23)
C,

and a pole at

-1
p= (5.5-24)
(Cy + Co)(gast T gasz2 T &m1 T Gubst T &2 T b2 + G1)

These roots will be high frequency because the resistance seen by the capacitors C; and C,
are small. The above analysis assumes that both transistors are on (Class AB). If the
push—pull source follower is operating in Class B, then either g,,; and g, Or g, and g,
must be zero.

Push-Pull Common-Source Amplifiers

A third method of designing output amplifiers is to use the push—pull amplifier. The
push—pull amplifier has the advantage of better efficiency. It is well known that a Class B
push—pull amplifier has a maximum efficiency of 78.5%, which means that less quiescent
current is needed to meet the output-current demands of the amplifier. Smaller quiescent
currents imply smaller values of W/L and smaller area requirements. There are many ver-
sions of the push—pull amplifier. For example, Fig. 5.5-1 could be a push—pull amplifier if
the gate of M2 is simply connected to vy. This configuration has the disadvantage that
large quiescent current flows when operated in the high-gain region (i.e., Class AB operation).
If voltage sources Vg, and Vi, are inserted between the gates as shown in Fig. 5.5-8, then
higher efficiency can be obtained. The usefulness of this circuit is shown by considering the
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VoD Figure 5.5-8 Push—pull inverting CMOS amplifier.
M2
+
Vire = I0UT
= —
VIN © ,ﬂT_ OVouT
VIRl = J_
-T_| MICL I RL
Vss = =

case when vy is precisely at the threshold of the n-channel device and Vg, and Vi, are
such that the p-channel device is also operating at the verge of turn-on. If vy is perturbed
in the positive direction, then the p-channel device turns off and all of the current in the n-
channel sinks the load current. Similar action occurs when vy is perturbed negatively, with
the result that all of the load current is sourced by the p-channel device. One can easily see
that no current is wasted because all of the current supplied flows into (or out of) the load.
This configuration does not reduce the output resistance although the distortion will be
slightly improved because of the symmetry of the voltage-transfer curve around the mid-
point.

An example of how Fig. 5.5-8 might be implemented is illustrated in Fig. 5.5-9. The
operation (Class AB or B) can be determined by the voltages at the gates of M3 and M4.
When the input is taken positive, the current in M1 increases and the current in M2 decreas-
es. If the operation is Class B, then M2 turns off. As the current in M1 increases, it is mir-
rored as an increasing current in M8, which provides the sinking capability for the output
current. When vy is decreased, M6 can source output current.

The characteristics similar to Fig. 5.5-6 for the push—pull source follower can be illus-
trated for the push—pull inverting amplifier. Figure 5.5-10 shows the output voltage and cur-
rent characteristics for the push—pull inverting amplifier of Fig. 5.5-8 operating in the Class
B and Class AB modes. The W/L of the NMOS transistor is 20 wm/1 pm, the W/L of the
PMOS transistor is 40 pm/1 wm, and the load resistor is 1 kQ). The improved linearity of the
Class AB over Class B is very apparent. It can be shown that the efficiency of the Class B and

Figure 5.5-9 Practical implementation
of Fig. 5.5-8.

VIN OVOUT
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Figure 5.5-10 Output voltage and current characteristics for the push—pull, common-source amplifier
of Fig. 5.5-8 for (a) Class B and (b) Class AB operation. Operation in the shaded areas is not possible
unless V;, can be outside the rails.

Class AB push—pull inverting amplifiers is the same as for the Class B and Class AB
push—pull source followers.

In order to reduce the output resistance and decrease the area of output stages, the sub-
strate bipolar junction transistor available in the standard CMOS process has been used. For
example, in a p-well process, a substrate NPN BJT is available (see Section 2.5). Since the
collector must be tied to Vpp, the push—pull follower configuration is suitable for the substrate
BJT. The advantage of using the BJT is that the output resistance is approximately 1/g,,
which for a BJT can be less than 100 (). The disadvantage of the BJT is that the positive and
negative parts of the voltage-transfer curve are not symmetrical and therefore large distortion
is encountered. Another disadvantage of the BJT is that as it begins to source more current,
more base current is required. It is difficult for the driver to provide this base current when
the base is approaching Vpp.

A technique that has proved very useful in lowering the output resistance of a CMOS out-
put stage and maintaining its other desirable properties is the use of negative shunt feedback.
The push—pull inverting CMOS amplifier of Fig. 5.5-8 is very attractive from all viewpoints
but output resistance. Figure 5.5-11 shows a configuration using two differential-error ampli-
fiers to sample the output and input and apply negative shunt feedback to the gates of the com-
mon-source MOS transistors. The error amplifiers must be designed to turn on M1 (or M2)

Figure 5.5-11 Use of negative feedback to reduce
the output resistance of Fig. 5.5-8.

—_—
OvouUT
Error J_
Amplifier I
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Figure 5.5-12 Use of negative resistor feedback
to reduce the output resistance of Fig. 5.5-8.

R

viN 0—AM—

to avoid crossover distortion and yet maximize efficiency. The output resistance will be
approximately equal to that of Fig. 5.5-8 divided by the loop gain.

If the push—pull amplifier has sufficient gain, the error amplifiers can be replaced by a
resistive feedback network as shown in Fig. 5.5-12. The resistors could be polysilicon or
could be MOS transistors properly biased. If the resistors were equal, the output resistance
of Fig. 5.5-8 would be divided by approximately g,,;R;/2 (see Problem P5.5-15).

We have not discussed how to protect the output amplifier from abnormal conditions.
This subject and others not included in this section are best left to specific applications in
the following chapters. The general principles of output amplifiers have been identified and
illustrated.

Summary

w 5.6

This chapter has introduced the important subject of basic CMOS amplifiers. The inverter, dif-
ferential, cascode, current, and output amplifiers were presented. We then saw how the various
stages could be assembled to implement a high-gain amplifier and identified the generic build-
ing blocks at the simple circuit level. Although we have now covered the primary building
blocks, many different implementations have yet to be considered. Specific implementations
will be given as needed in the use of simple circuits to realize complex circuits and complex
circuits to realize systems.

The principles introduced in this chapter include the method of characterizing an
amplifier from both a large-signal and small-signal basis. The dependence of small-signal
performance on the dc or large-signal conditions continued to be evident and is a very
important principle to grasp. Another important problem is that the analysis of a circuit
can quickly become complicated beyond the designer’s ability to interpret the results. It
is always necessary to simplify the analysis and concepts in design as much as possible.
Otherwise, the intuitive aspects of the circuit can be lost to the designer. A computer can
always be used to perform a more detailed and extensive analysis of the design, but the
computer is not yet capable of making design decisions and performing the synthesis of
complex analog circuits.

With the background now assimilated, we shall move into the study of more complex
analog circuits. Chapters 6 through 8 will cover operational amplifiers and comparators.
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Problems

5.1-1.

5.1-2.

5.1-4.

Assume that M2 in Fig. 5.1-2 is replaced
by a 10 kQ resistor. Use the graphical tech-
nique illustrated in this figure to obtain a
voltage-transfer function of M1 with a 10
k() load resistor. What is the maximum and
minimum output voltages if the input is
taken from 0 to 5 V?

Using the large-signal model parameters of
Table 3.1-2, use Egs. (5.1-1) and (5.1-5) to
calculate the values of vgyr(max) and
vour(min) for the inverter of Fig. 5.1-2.
Assume that Wi/L; = 5 pm/l pm and
W,o/L, = 1 pm/1 pm.

What value of (,/3, will give a voltage
swing of 80% of Vpp, if Vs 20% of Vpp?
What is the small-signal voltage gain corre-
sponding to this value of 3,/3,?

What value of V;, will give a current in the
active load inverter of 100 pA if Wi/L, =5
pm/1 pm and W,/L, = 2 pm/1 pm? For
this value of V;,, what is the small-signal
voltage gain and output resistance assum-
ing all transistors are saturated?

Repeat Example 5.1-1 if the drain current
in M1 and M2 is 50 pA.

Assume that W/L ratios of Fig. P5.1-6 are
Wi/Ly = 2 pm/1 pm and W,/L, = W3/L; =
WyLy = 1 pm/1 pm. Find the dc value
of V,, that will give a dc current in M1 of
110 pA. Calculate the small-signal voltage
gain and output resistance of Fig. P5.1-6
using the parameters of Table 3.1-2 assum-
ing all transistors are saturated.

Vbp

f
bﬂ —
M2 M3° M4
1 +
o]

VOouT

100 pA
VIN_ )

Figure P5.1-6

5.1-8.

5.1-10.

Find the small-signal voltage gain and the
—3 dB frequency in hertz for the active
load inverter, the current-source inverter,
and the push—pull inverter if W; = 2 pm,
Li=1pm, W, =1pm,L, =1 pm, and
the dc current is 50 pA. Assume that C,yy
=41F, Cpyy = 101F, Cppp = 4 1F, Cpp =
10 fF, Cop = 5 1F, and C;, = 1 pF.

What is the small-signal voltage gain of a
current-sink inverter with W; = 2 pm,
Li=1pm, and W, = L, = 1 pm at I, =
0.1, 5, and 100 pA? Assume that the
parameters of the devices are given by
Table 3.1-2. Also, assume the transistors
are in weak inversion for I, = 0.1 pA and
that n, = 1.5 n, = 2.5 for the weak inver-
sion model of Section 3.5. Note, you must
differentiate the large signal, weak-inver-
sion model appropriately to find g,
and gg;.

A CMOS amplifier is shown in Fig. P5.1-9.

Assume M1 and M2 operate in the satura-

tion region.

(a) What value of Vgs gives 100 pA
through M1 and M2?

(b) What is the dc value of v?

(c) What is the small signal voltage gain,
Vout/Vin, for this amplifier?

(d) What is the —3 dB frequency in hertz
of this amplifier if Cpyy = Coppp = S 1F,
Cpa1 = Cppo = 30 fF, and C; = 500 fF?

Figure P5.1-9

A current-source load amplifier is shown in
Fig. P5.1-10.



5.1-11.

5.1-12.

(a) If den = dep =10 fF, ngn =C

odp =

5 1F, Cy, = Cyyp, = 10 1F, and CZ - 1
pF, find the —3 dB frequency in hertz.

(b) If Boltzmann’s constant is 1.38 X
107% J/K, find the equivalent-input
thermal noise voltage of this amplifier

at room temperature (ignore bulk

effects, g,s = 0).

All W/L ratios
are 10 um/1 um

Figure P5.1-10

Six inverters are shown in Fig. P5.1-11
Assume that Ky = 2Kp and that Ay = \p,
and the dc bias current through each invert-
er is equal. Qualitatively select, without
using extensive calculations, which invert-
er(s) has/have (a) the largest ac small-
signal voltage gain, (b) the lowest ac
small-signal voltage gain, (c) the highest ac
output resistance, and (d) the lowest ac out-
put resistance. Assume all devices are in
saturation.

Derive the expression given in Eq. (5.1-29)
for the CMOS push—pull inverter of Fig.
5.1-8.1f Cyyy = Cyppp = SHF, Cpyy = Cppo =
50 fF, C, = 10 pF and Ip, = 200 pA, find
the small-signal voltage gain and the

5.1-13.

5.1-14.

5.2-1.

5.2-2.
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—3 dB frequency if W,/L, = W,/L, = 5 of
the CMOS push—pull inverter of Fig. 5.1-8.
For the active-resistor load inverter, the cur-
rent-source load inverter, and the push—pull
inverter, compare the active channel area
assuming the length is 1 wm if the gain is to
be —100 V/V at a current of I, = 10 pA
and the PMOS transistor has a W/L of 1.

For the CMOS push—pull inverter shown in
Fig. P5.1-14, find the small-signal voltage
gain A,, the output resistance R, and the
—3 dB frequency f_; gp if Ip = 200 pA,
WLy = WylL, = 5 pm/1 pm, Cyyy = Copp
= 51F, Cpyy = Cppp = 30 fF, and C; =
10 pF.

Vbp

M2
VIN vouT

M1

Vss
Figure P5.1-14

Use the parameters of Table 3.1-2 to calcu-
late the small-signal, differential-in, differ-
ential-out transconductance g,,; and voltage
gain A, for the n-channel input differential
amplifier of Fig. 5.2-6 when Ig¢ = 100 pA
and Wi/L, = W,y/L, = W5/L; = W,/L, = 1,
assuming that all channel lengths are equal
and have a value of 1 pm. Repeat if W,/L,
= Wo/L, = 10W5/L; = 10W,/L, = 1.
Repeat Problem 5.2-1 for the p-channel
input differential amplifier.

M2
VOUT VOUT r_J‘ VOUT
vI I—IE
M1 o—| Ml
|_IM1

M2 M2
VOUT = VBp VOUT Yourt
M1 M1
IN —VBN

Circuit 1

Circuit2  Circuit 3 J_— Circuit 4

Figure P5.1-11

Circuit 5 Circuit 6
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5.2-3.

5.2-4.

5.2-5.

5.2-6.

5.2-7.

5.2-9.

5.2-10.

Develop the expressions for V;¢ (max) and
Vic(min) for the p-channel input differen-
tial amplifier of Fig. 5.2-8.

Find the maximum input common-mode
voltage, v,c(max), and the minimum
input common mode voltage, v;c (min), of
the n-channel input differential amplifier
of Fig. 5.2-6. Assume all transistors have
a W/L of 10 pm/1 pm and are in satura-
tion, and Igs = 10 pwA. What is the input
common-mode voltage range for this
amplifier?

Find the small-signal voltage gain, v,/v;, of
the circuit in Problem 5.2-4 if v;, = v; — v,.
If a 10 pF capacitor is connected to the out-
put to ground, what is the —3 dB frequency
for Vi, (jw)/Vin(jw) in hertz? (Neglect any
device capacitances.)

For the CMOS differential amplifier of
Fig. 5.2-6, find the small-signal voltage
gain, v../vi,, and the output resistance,
Rou, if Igg = 10 wA and vi, = Ve — Vge.
If the gates of M1 and M2 are connected
together, find the minimum and maximum
common-mode input voltage if all transis-
tors must remain in saturation (ignore bulk
effects).

Find the value of the unloaded differential-
transconductance gain, g,, and the
unloaded differential-voltage gain, A,, for
the p-channel input differential amplifier
of Fig. 5.2-8 when Iys = 10 pA and Igg =
1 wA. Use the transistor parameters of
Table 3.1-2.

What is the slew rate of the differential
amplifier in Problem 5.2-7 if a 100 pF
capacitor is attached to the output?

Assume that the current mirror of Fig. 5.2-6
has an output current that is 5% larger than
the input current. Find the small-signal
common-mode voltage gain assuming that
Issis 100 A and the W/L ratios are 2 pm/
1 wm for M1, M2, and M5 and 1 pm/1 pm
for M3 and M4.

Use the parameters of Table 3.1-2 to cal-
culate the differential-in to single-ended-

5.2-11.

5.2-12.

5.2-13.

5.2-14.

5.2-15.

5.2-16.

output voltage gain of Fig. 5.2-10. Assume
that ISS is 50 lJvA

Perform a small-signal analysis of Fig.
5.2-11 that does not ignore r;. Compare
your results with Eq. (5.2-27).

Find the expressions for the maximum and
minimum input voltages, vg(max) and
vgi(min), for the n-channel differential
amplifier with enhancement loads shown in
Fig. 5.2-10.

If all the devices in the differential amplifi-
er of Fig. 5.2-10 are saturated, find the
worst-case input offset voltage, Vg, if |Vy]|
=1+00lVand B, =10°"*5x 10"’
A/V?. Assume that

B = B, = 103; = 106,

and

A1 _ AB, _ 8B _ A,
B B> B3 Ba

Carefully state any assumptions that you
make in working this problem.

Repeat Example 5.2-1 for a p-channel input
differential amplifier.

Five different CMOS differential amplifier
circuits are shown in Fig. P5.2-15. Use the
intuitive approach of finding the small-sig-
nal current caused by the application of a
small-signal input, v;,, and write by
inspection the approximate small-signal
output resistance, R, seen looking back
into each amplifier and the approximate
small-signal differential-voltage gain,
Vout/Vin- Your answers should be in terms
of g,; and g4, i = 1 through 8. (If you
have to work out the details by small-sig-
nal model analysis, this problem will take
too much time.)

If the equivalent-input-noise voltage of
each transistor of the differential amplifier
of Fig. 5.2-6 is 1 nV/Hz"? find the
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5.2-18.
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Figure P5.2-15

equivalent-input-noise voltage for this
amplifier if W\/L, = W,/L, = 2 pm/1 pm,
Wi/L; = W,/L, = 1 pm/1 pm, and I = 50
rA. What is the equivalent-output-noise
current under these conditions?

Use the small-signal model of the differen-
tial amplifier using a current-mirror load
given in Fig. 5.2-9(a) and solve for the ac
voltage at the sources of M1 and M2 when
a differential-input signal, v;; is applied.
What is the reason that this voltage is not
zero?

The circuit shown Fig. P5.2-18 is called a
folded-current-mirror differential amplifier
and is useful for low values of power sup-
ply. Assume that the W/L value of each
transistor is 100 pm/1 pm.

(a) Find the maximum input common-
mode voltage, v;c(max), and the mini-
mum input common-mode voltage,
v;c(min). Keep all transistors in satura-
tion for this problem.

(b) What is the input common-mode volt-
age range, ICMR?

(c) Find the small-signal voltage gain,
Vol Vigs 1If Vip = v — vs.

(d) If a 10 pF capacitor is connected to the
output to ground, what is the —3 dB

Circuit 4 Circuit 5

frequency for V,(jw)/Vi,(jw) in hertz?
(Neglect any device capacitance.)

+15V

M7 0 Vout

M M2

V1T [ A Ve M3:l_"|"|: M4

5.2-19.

5.2-20.

-+

Figure P5.2-18

Find an expression for the equivalent-input-
noise voltage of Fig. P5.2-18, qu, in terms
of the small-signal model parameters and
the individual equivalent-input-noise volt-
ages, v2;, of each of the transistors (i = 1
through 7). Assume M1 and M2, M3 and
M4, and M6 and M7 are matched.

Find the small-signal transfer function
V5(s)/Vin(s) of Fig. P5.2-20, where V;, =
Vi — V,, including the capacitors shown in
algebraic form (in terms of the small-signal
model parameters and capacitance).
Evaluate the low-frequency gain and all
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zeros and poles if / = 200 wA and C; = C,
= C; = C, =1 pF. Let all W/L = 10.

AVpD

5.2-21.

5.2-22.

5.2-23.

5.2-24.

Veias—{[ . M9

Figure P5.2-20

For the differential-in, differential-out
amplifier of Fig. 5.2-14, assume that all
WI/L values are equal and that each transis-
tor has approximately the same current
flowing through it. If all transistors are in
the saturation region, find an algebraic
expression for the voltage gain, vy, /v;,, and
the differential output resistance, R,
where v = v3 — vgand vy, = Vi — va. Ry
is the resistance seen between the output
terminals.

Derive the maximum and minimum input
common-mode voltages for Fig. 5.2-16
assuming all transistors remain in satura-
tion. What is the minimum power-supply
voltage, Vpp, that will give zero input
common-mode range that is within 0 to
Vop?

Find the slew rate, SR, of the differential
amplifier shown in Fig. P5.2-23, where
the output is differential (ignore common-
mode stability problems). Repeat this
analysis if the two current sources, 0.5/,
are replaced by resistors of R;.

If all the devices in the differential amplifier
shown in Fig. 5.2-6 are saturated, find the
worst-case input-offset voltage Vg using
the parameters of Table 3.1-2. Assume that

5.2-25

SCORE = min(ICMR, 10) +

+ min (f3dB 10

Vss
Figure P5.2-23

10(W4/L4) = 10(W3/L3) = Wz/Lz = W1/L1 =
10 pm/10 pm. State and justify any assump-
tions used in working this problem.

(Design Problem—this problem is self-
grading.)

You are to design a CMOS differential gain
block with a single-ended output using +5 V
power supplies and only MOSFETS that will
optimize the following scoring formula over
a temperature range from 0 °C to 55 °C. W/L
values should be between 1 and 100.

10
[10 — Voltage gain| + 1

1 MHz max(Pgiss, 1 mW)
You must simulate your design at 0 °C and
55 °C using the parameters shown below in
the table. In addition, you must connect a 1
pF capacitor from every node to ground.
(Do not let SPICE add the inherent capaci-
tances of the MOSFETs.)

T=27°C K I(AND V;(V) AV vy (VY & (V)
NMOS 25 075 001 0.8 0.6
PMOS 10 —075  0.02 0.4 0.6

From your simulations (please attach input
files and output info), fill out the following
table.

The minimum input common mode
range, min. ICMR, is determined by the dif-
ference between the lowest V,-(max) and
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Temp. Vilmax)  Vilmin)  Min. ICMR

Voltage Gain

Max. Gain Deviation ~ Min. f_ 3 45 (HZ) Paics

0°C
55°C

the highest V;-(min). The maximum gain
deviation is determined by the largest devi-
ation from the nominal gain of 10. The min-
imum f 5 4g is the lowest f_; 4g at either
temperature. Py is the largest total power
dissipation at either temperature.

The values entered in the above
SCORE formula must come from computer
simulation. You are responsible for provid-
ing the supporting information necessary to
verify how you determined the value of
your SCORE along with a labeled schemat-
ic of your circuit.

Calculate the small-signal voltage gain for
the cascode amplifier of Fig. 5.3-2 assum-
ing that the dc value of vyy is selected to
keep all transistors in saturation. Compare
this value with the slope of the voltage-
transfer function given in this figure.

Show how to derive Eq. (5.3-6) from Eqgs.
(5.3-3) through (5.3-5). Hint: Assume that
Vegr — Vi is greater than vyg, and express
Eq. (5.3-4) as ipy = B:(Vee2 — V)vpso-
Solve for voyr as vps; + vpsr and simplify
accordingly.

Rederive Eq. (5.3-6) accounting for the
channel modulation where pertinent.

Show that the small-signal input resistance
looking in the source of M2 of the cascode
amplifier of Fig. 5.3-1 is equal to r if the
simple current source M3 is replaced by a
cascode current source.

Show how, by adding a dc current source from
Vpp to the drain of M1 in Fig. 5.3-1, the small-
signal voltage gain can be increased. Derive
an expression similar to that of Eq. (5.3-11) in
terms of I, and I4, where I, is the current of
the added dc current source. If I, = 10 pA,
what value for this current source would
increase the voltage gain by a factor of 10.
How is the output resistance affected?

5.3-6.

5.3-7.

5.3-8.

5.3-9.

Assume that the dc current in each transis-
tor in Fig. P5.3-6 is 100 wA. If all transis-
tors have a W/L of 10 wm/1 pm, find the
small-signal voltage gain, v,./v;,, and the
small-signal output resistance, R, if all
transistors are in the saturated region.

Vp1

Figure P5.3-6

Six versions of a cascode amplifier are
shown in Fig. P5.3-7. Assume that Ky =
2Kp, Np = 2\y, all W/L ratios of all devices
are equal, and all bias currents in each
device are equal. Identify which circuit or
circuits have the following characteristics:
(a) highest small-signal voltage gain, (b)
lowest small-signal voltage gain, (c) highest
output resistance, (d) lowest output resist-
ance, (e) lowest power dissipation, (f) high-
est v,(max), (g) lowest v,(max), (h) highest
v,(min), (i) lowest v,(min), and (j) highest
—3 dB frequency.

All W/L ratios of all transistors in the
amplifier shown in Fig. P5.3-8 are 10 pum/1
pm. Find the numerical value of the small-
signal voltage gain, v, /v;,, and the output
resistance, R;.

Use the Miller simplification described in
Appendix A on the capacitor C, of Fig. 5.3-
5(b) and derive an expression for the pole,
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5.3-10.

5.3-11.

Vbp
Vepi |I‘J ) |I‘J ) |I‘J |
= VIN r__ = VIN r__ =1 VIN r__
e i
YouT VouT VouT VouT YouT VouT
—o —o —o —o
o i
VIN VIN VIN
[, J s
— 1R —1Hh
Circuit 1 Circuit 2 Circuit 3 —l— Circuit 4 Circuit 5 Circuit 6
Figure P5.3-7
VoD 5.3-12. Find the numerical value of the small-sig-
nal voltage gain, v, /v;,, for the circuit of
100 uA * M8 j—4| M4 Fig. P5.3-12. Assume that all devices are
saturated and use the parameters of Table
3.1-2. Assume that the dc voltage drop
M7j I:M3 Rf’"fvum across M7 keeps M1 in saturation.
_\ ——o0
| M2 2 VoD
6 3E5| XF! M3
Vin
MST" v )100uA o—[ Mi an |k 4/1 201 ¥
Vout
T M
’ T [, 41
Figure P5.3-
igure P5.3-8 _|l: "
. v Ml
P1, assuming that the reactance of C, at the 20 uA mn = an
frequency of interest is greater than Rj.
Compare your result with Eq. (5.3-32). T
Consider the current-source load inverter of o
Fig. 5.1-5 and the simple cascode amplifier Figure P5.3-12
of Fig. 5.3-1. If the W/L ratio for M2 is 1 5.3-13. A cascoded differential amplifier is shown

pm/1 pm and for M1 is 3 pm/1 pm of Fig.
5.1-5, and Wi/Ly; = 1 pm/1 pm, Wy/L, =
Wi /L; = 3 pm/1 pm for Fig. 5.3-1, compare
the minimum output-voltage swing,
vour(min), of both amplifiers if Vg, = 0V
and Vg3 = 2.5V when Vpp = =V =5V.
Use nodal analysis techniques on the cas-
code amplifier of Fig. 5.3-6(b) to find
Vou/Vin- Verify the result with Eq. (5.3-37).

in Fig. P5.3-13.

(a) Assume all transistors are in saturation
and find an algebraic expression for the
small-signal voltage gain, v,y /viy.

(b) Sketch how you would implement
Viias- (Use a minimum number of tran-
sistors.)

(c) Suppose that I; + Ig # Iy. What would
be the effect on this circuit and how



5.3-14.

5.4-1.

5.4-2.

would you solve it? Show a schematic
of your solution. You should have
roughly the same gain and the same
output resistance.

Vbp

)

¢
Ml(‘

Figure P5.3-13

Design a cascode CMOS amplifier using
Fig. 5.3-7 for the following specifications:
Vop =5V, Pgiee = 0.5mW, |A,| = 100 V/V,
vour(max) = 3.5V, voyr(min) = 1.5V,
and slew rate of greater than 5 V/pus for a 5
pF capacitor load. Verify your design by
simulation.

Assume that i, = AJi, — i,) of the current

amplifier shown in Fig. P5.4-1. Find v, /v;,
and compare with Eq. (5.4-3).

l' .
_lyR] In

—OV,

Vs -_— =
A ) Current
= Amplifier

Figure P5.4-1

The simple current mirror of Fig. 5.4-3 is to
be used as a current amplifier. If the W/L of
M1 is 1 pm/1 pwm, design the W/L ratio of
M2 to give a gain of 10. If the value of /; is
100 pA, find the input and output resistanc-
es assuming the current sources /; and I, are
ideal. What is the actual value of the current
gain when the input current is 50 pA?

5.4-3.

5.4-4.

5.4-5.

Problems 255

The capacitances of M1 and M2 in Fig.
P5.4-3 are C,yyy = Cyp = 201F, Coyy = Co
= 5 {F, and Cpy; = Cpy» = 10 fF. Find the
low-frequency current gain, iy,/i;,, the
input resistance seen by i;,, the output
resistance looking into the drain of M2, and
the —3 dB frequency in hertz.

Vbb Vbp

100 pA 100 pA

i 15 um
lin
5 um/1 ym

||_,|1 mRL=
-4

Figure P5.4-3

Derive an expression for the small-signal
input resistance of the current amplifier of
Fig. 5.4-5(a). Assume that the current sink,
I3, has a small-signal resistance of r;y in
your derivation.

Use the intuitive analysis method to deter-
mine an expression for the input resistance,
output resistance, and current gain of the
current amplifier realization shown in
Fig. P5.4-5. Assume g,y = 2g,p and
Fasp = 2r, dsN-

Vbp

Vesr <[ M5

VpB2 <—|l‘_“ M6

lout

—>
————O
M3 M4
VNBZ < ] [: Rout
iin
—>
o—

M2

MﬁL%E

Figure P5.4-5



256 CMOS AMPLIFIERS

5.4-6.

5.4-7.

5.4-8.

5.4-9.

Show how to use the improved high-swing
cascode current mirror of Section 4.4 to
implement Fig. 5.4-7(a). Design the current
amplifier so that the input resistance is 1 k()
and the dc bias current flowing into the
input is 100 wA (when no input current sig-
nal is applied) and the dc voltage at the
inputis 1.0 V.

Show how to use the regulated cascode mir-
ror of Section 4.4 to implement a single-
ended input current amplifier. Calculate an
algebraic expression for the small-signal
input and output resistances of your current
amplifier.

Find the exact expression for the small-
signal input resistance of the circuit shown
in Fig. P5.4-8 when the output is short-
circuited. Assume all transistors have iden-
tical W/L ratios and are in saturation; ignore
the bulk effects. Simplify your expression
by assuming that g,, = 100g, and that all
transistors are identical. Sketch a plot of i,
as a function of ij,.

Rin M3 jl—
e =

Il_,l M2
O

Figure P5.4-8

Find the exact small-signal expression for
R;, for the circuit in Fig. P5.4-9. Assume
Vpce causes the current flow through M1
and M2 to be identical. Assume M1 and M2
are identical transistors and that the small-
signal r,, of M5 can be ignored (do not neg-
lect r4q and ryq,).

5.4-10.

lin

5.4-11.

Vop

Vpo—i*~ M5
M M

Vpi04

Pl l

m
Figure P5.4-9

]
+
Vin( )

A CMOS current amplifier is shown in Fig.
P5.4-10. Find the small-signal values of the
current gain, A; = i,,/i;,; input resistance,
R;,; and output resistance, R,,. For R,
assume that g;,,/g,,6 is equal to g4,1/g,,5. Use
the parameters of Table 3.1-3.

A+2V

—i| M7

2 oA[To
n .
MI M3 oy
M2 M4 = Rolut =
1071 o7
100/1
= M6_|—I—‘—|I:M8
01 (Ps0n
v-2V

Figure P5.4-10

Find the exact algebraic expression (ignor-
ing bulk effects) for the following charac-
teristics of the amplifier shown in Fig.
P5.4-11. Express your answers in terms of
g and ry in the form of the ratio of two
polynomials.
(a) The small-signal voltage gain, A, =
Vout/Vin, and current gain, A; = iy, /i,
(b) The small-signal input resistance, R;,
(c) The small-signal output resistance, R,



5.5-1.

5.5-2.

5.5-3.

5.5-4,

Figure P5.4-11

Use the values of Table 3.1-2 and design the
WI/L ratios of M1 and M2 of Fig. 5.5-1 so
that a voltage swing of =3 V and a slew
rate of 5 V/us is achieved if R, = 10 k()
and C; = 1 nF. Assume that V,, = — Vg =
5Vand Vg =2 V.

Find the W/L of M1 for the source follower
of Fig. 5.5-3(a) when Vpp, = =V =5,
Vour = 1V, and W,/L, = 1 that will source
1 mA of output current. Use the parameters
of Table 3.1-2.

Find the small-signal voltage gain and out-
put resistance of the source follower of Fig.
5.5-3(b). Assume that V, = — Ve =5,
Vour = 1 V, Ip = 50 pA, and the W/L ratios
of both M1 and M2 are 2 pm/1 pm. Use the
parameters of Table 3.1-2 where pertinent.
An output amplifier is shown in Fig. P5.5-4.
Assume that vy can vary from —2.5to +2.5V.
Ignore bulk effects. Use the parameters of
Table 3.1-2.

+2.5V
200 pA

J_ O VOUT
300 “mIﬁO pF<10 KQ
1 pm

25V =
Figure P5.5-4

VINo—]

5.5-5.

5.5-7.

5.5-9.

Problems 257

(a) Find the maximum value of output volt-
age, voyr(max).

(b) Find the minimum value of output volt-
age, voyr(min).

(c) Find the positive slew rate, SR*, when
vout = 0V in volts/microsecond.

(d) Find the negative slew rate, SR, when
vout = 0V in volts/microseconds.

(e) Find the small-signal output resistance
when vouyr = O V.

Repeat Problem 5.5-4 if the input transistor
is an NMOS with a W/L ratio of 100 pm/
1 pm (i.e., interchange the current source
and PMOS with a current sink and an
NMOS).

For the devices shown in Fig. P5.5-6, find
the small-signal voltage gain, v,./v;,, and
the small-signal output resistance, Ry.
Assume that the dc value of voyris O V and
that the dc current through M1 and M2 is
200 pA.

Figure P5.5-6

Develop an expression for the efficiency of
the source follower of Fig. 5.5-3(b) in terms
of the maximum symmetrical peak-output
voltage swing. Ignore the effects of the
bulk—source voltage. What is the maximum
possible efficiency?

Find the pole and zero Ications of the source
followers of Figs. 5.5-3(a) and 5.5-3(b)
if Ce1 = Con = 51F, Cp = Cpap = 30 1F,
and C; = 1 pF. Assume the device parame-
ters of Table 3.1-2, I, = 100 pA, W\/L, =
Wo/L, = 10 pm/1 pm, and Vgz = 5 V.

Six versions of a source follower are shown
in Fig. P5.5-9. Assume that Ky = 2K p, A\p
= 2Ay, all W/L ratios of all devices are
equal, and all bias currents in each device
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5.5-10.

5.5-11.

5.5-12.

5.5-13.
5.5-14.

Vop
VinoqlJMl M2 v,0-fC M1 LHMZ vino—f - M1

Vap

Vout Vout Vout Vout Vout Vout

M2 vinod_ Ml [ M2 v, 0 Ml

VBNO_| M2 Vino—| M2

Circuit 1 Circuit 2 Circuit 3 J__ Circuit 4
Figure P5.5-9

are equal. Neglect bulk effects in this prob- 5.5-15.
lem. Identify which circuit or circuits have
the following characteristics: (a) highest
small-signal voltage gain, (b) lowest small-
signal voltage gain, (c) highest output
resistance, (d) lowest output resistance, (e)
highest v,(max), and (f) lowest v,(max).

5.5-16.

Prove that a Class B push—pull amplifier has
a maximum efficiency of 78.5% for a sinu-
soidal signal.

Assume the parameters of Table 3.1-2 are
valid for the transistors of Fig. 5.5-5(a). Find
an expression for Vgiag so that M1 and M2
are working in Class B operation, that is, M 1
starts to turn on when M2 starts to turn off.

Find an expression for the maximum and
minimum output-voltage swing for Fig.
5.5-5(a).

Repeat Problem 5.5-12 for Fig. 5.5-8.

Given the push—pull inverting CMOS
amplifier shown in Fig. P5.5-14, show how
short-circuit protection can be added to this
amplifier. Note that R, could be replaced
with an active load if desired.

5.5-17.

VbD
Ry M3

+ ioUT
— VBIAS —20 VOUT

e

5.5-18.

Figure P5.5-14

Circuit 5 Circuit 6

If R, = R, of Fig. 5.5-12, find an expression
for the small-signal output resistance, R.
Repeat including the influence of R; on the
output resistance.

Develop a table that expresses the depend-
ence of the small-signal voltage gain, out-
put resistance, and dominant pole as a
function of dc drain current for the differen-
tial amplifier of Fig. 5.2-1, the cascode
amplifier of Fig. 5.3-1, the high-output-
resistance cascode of Fig. 5.3-6, the invert-
er of Fig. 5.5-1, and the source follower of
Fig. 5.5-3(b).

For the following problems use appro-
priate circuits from Sections 5.1 through
5.5 to propose implementations of the
amplifier architectures of Section 5.6. Do
not make any dc or ac calculations. Give a
circuit schematic that would be the starting
point of a more detailed design.

A simple amplifier consisting of two cas-
caded CMOS inverters is shown in Fig.
P5.5-17. By using one transistor (either
NMOS or PMOS) and ideal current sources
and batteries as necessary, show how you
would reduce the output resistance to as
small as possible. Estimate the output
resistance of your circuit assuming that all
transistors (those in the amplifier and the
one you use) have the same value of g,, and
r4. Further assume that the CMOS invert-
ers are operating in Class AB.

A push—pull follower is shown with a 500 ()
load in Fig. P5.5-18. Assume that the
MOSFETs have the following model
parameters: K, = 100 pA/VZ, Vi = 0.5V,
and Kp =50 nA/V?, V= —05 V.



5.5-19.

Figure P5.5-17

+1.5V

M1
50

Problems 259

+3Va
11 j—{ 100/1
M2 | M3 Widths and
M1 lengths are
o K 100/1 Rout 1n microns.
+

<_

Vin
Vout Ri=
1 i

* Figure P5.5-19
07V —
VINO{ YogT 5.5-20. (Design problem—this problem is self-
0TV = _ grading.)
- 500 Q You are to design a CMOS output amplifier
M2 having a single-ended input and single-ended
output and a voltage gain of +1. This ampli-
Figure P5.5-18 fier is to use =2 V power supplies and all W/L
values should be between 1 and 100. You may
Ignore the bulk effects and assume A = 0. only use MOSFETs or substrate or vertical
(a) Find the small-signal voltage gain and BJTs (only one type, NPN) in your design
the output resistance (not including R;) if with the exception of a load capacitor (Cy)
the dc current in M1 and M2 is 100 pA. and load resistor (R;). You should use the
(b) What is the output voltage when model parameters for SPICE shown below.
vy = 0.5V? Use B = 100 and I; = 10 fA for the BJT.
Find an algebraic expression for the volt- The various definitions used in the specifi-
age gain, v,,/v,, and the output resist- cations of this design are:
ance, R, of the source follower in Fig. 1. Slew rate (SR) is the smallest = output
P5.5-19 in terms of the small-signal voltage rate across a 1 nF load capacitance
model parameters g,, and R, (ignore ryy). when the output voltage is between £1 V.
If the.blas current is 1 mA, find the 2. The peak output voltage (Vp) is the min-
numerical value of the voltage gain . - .

. imum + deviation from the quiescent
an’d the output 2resmtance. Assume that output voltage when a sinusoid is
?,V ; ; (1)0 }'/:/A\QI "/ V:TN —_O gz, V. and applied to the input and a 100 () resistor

r » » TP U is attached to the output.
K (ANVY)  V;VE vy (V) 20V A V)
NMOS 110 0.7 0.4 0.7 0.04 (L = 1 ym)
0.01 (L = 2 um)
PMOS 50 -0.7 0.57 0.8 0.05 (L = 1 ym)

0.01 (L = 2 um)
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3. Efficiency in percent (n) is defined as

Power to the load resistor of 100 )
n= : X 100
Power from the supplies

4. Voltage gain (A,) is the output voltage
(peak-to-peak) over the input voltage
(peak-to-peak) when the output is
loaded with a 100 () load resistor.
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CHAPTER 6

CMQOS Operational
Amplifiers

A €

building blocks in analog circuit design, is introduced in this chapter. The operational
amplifier (op amp) fits into the scheme of Table 1.1-2 as an example of a complex cir-

cuit. The unbuffered operational amplifiers developed in this chapter might be better
described as operational-transconductance amplifiers since the output resistance typically
will be very high (hence the term “unbuffered”). The term “op amp” has become accepted for
such circuits, so it will be used throughout this text. The terms “unbuffered” and “buffered”
will be used to distinguish between high output resistance (operational-transconductance
amplifiers or OTAs) and low output resistance amplifiers (voltage operational amplifiers).
Chapter 7 will examine op amps that have low output resistance (buffered op amps).

Operational amplifiers are amplifiers (controlled sources) that have sufficiently high
forward gain so that when negative feedback is applied, the closed-loop transfer function is prac-
tically independent of the gain of the op amp. This principle has been exploited to develop many
useful analog circuits and systems. The primary requirement of an op amp is to have an open-
loop gain that is sufficiently large to implement the negative feedback concept. Most of the
amplifiers in Chapter 5 do not have a large enough gain. Consequently, most CMOS op amps
use two or more stages of gain. One of the most popular op amps is a two-stage op amp. We will
carefully examine the performance of this type of op amp for several reasons. The first is because
it is a simple yet robust implementation of an op amp and second, it can be used as the starting
point for the development of other types of op amps.

The two-stage op amp will be used to introduce the important concept of compensation.
The goal of compensation is to maintain stability when negative feedback is applied around
the op amp. An understanding of compensation, along with the previous concepts, provides
the necessary design relationships to formulate a design approach for the two-stage op amp.
In addition to the two-stage op amp, this chapter will examine the folded-cascode op amp.
This amplifier was developed in order to improve the power-supply rejection ratio per-
formance of the two-stage op amp. The folded-cascode op amp is also an example of a self-
compensated op amp.

Simulation and measurement of op amp performance will be the final subjects of this
chapter. Simulation is necessary to verify and refine the design. Experimental measurements

The operational amplifier, which has become one of the most versatile and important
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are necessary to verify the performance of the op amp with the original design specifica-
tions. Typically, the techniques applicable to simulation are also suitable for experimental
measurement.

=

AN

w 6.1 Design of CMOS Op Amps

Figure 6.1-1 shows a block diagram that represents the important aspects of an op amp. CMOS
op amps are very similar in architecture to their bipolar counterparts. The differential-
transconductance stage introduced in Section 5.2 forms the input of the op amp and sometimes
provides the differential to single-ended conversion. Normally, a good portion of the overall
gain is provided by the differential-input stage, which improves noise and offset performance.
The second stage is typically an inverter similar to that introduced in Section 5.1. If the dif-
ferential-input stage does not perform the differential-to-single-ended conversion, then it is
accomplished in the second-stage inverter. If the op amp must drive a low-resistance load, the
second stage must be followed by a buffer stage whose objective is to lower the output resist-
ance and maintain a large signal swing. Bias circuits are provided to establish the proper
operating point for each transistor in its quiescent state. As noted in the introduction, com-
pensation is required to achieve stable closed-loop performance. Section 6.2 will address this
important topic.

Ideal Op Amp

Ideally, an op amp has infinite differential-voltage gain, infinite input resistance, and zero out-
put resistance. In reality, an op amp only approaches these values. For most applications
where unbuffered CMOS op amps are used, an open-loop gain of 2000 or more is usually suf-
ficient. The symbol for an op amp is shown in Fig. 6.1-2, where, in the nonideal case, the out-
put voltage vout can be expressed as

vour = A, (vi = v2) (6.1-1)

A, is used to designate the open-loop differential-voltage gain. v, and v, are the input voltages
applied to the noninverting and inverting terminals, respectively. The symbol in Fig. 6.1-2
also shows the power-supply connections of Vj,;, and Vg Generally, these connections are
not shown but the designer must remember that they are an integral part of the op amp.

Figure 6.1-1 Block diagram of a
general two-stage op amp.

» Compensation
Circuitry |

A A A4
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Vbp
+
LA Vgs VOUT = Ay(vi-12)
(e, J__ 0
Figure 6.1-é Symbol for an opera- Figure 6.1-3 General configuration of
tional amplifier. the op amp as a voltage amplifier.

If the gain of the op amp is large enough, the input port of the op amp becomes a null
port when negative feedback is applied. A null port (or nullor) is a pair of terminals to a network
where the voltage across the terminals is zero and the current flowing into or out of the ter-
minals is also zero [1]. In terms of Fig. 6.1-2, if we define

Vi=Vv— (6.1-2)
and

;=i = —i (6.1-3)
then

vi=16;=0 (6.1-4)

This concept permits the analysis of op amp circuits with negative feedback to be very sim-
ple. This will be illustrated shortly.

Figure 6.1-3 shows the typical implementation of a voltage amplifier using an op amp.
Returning the output through R, to the inverting input provides the negative feedback path.
The input may be applied at the positive or negative inputs. If only v;,, is applied (vip, = 0),
the voltage amplifier is called noninverting. If only vy, is applied (v;,, = 0), the voltage

inp
amplifier is called inverting.

Simplified Analysis of an Op Amp Circuit

The circuit shown in Fig. 6.1-4 is an inverting voltage amplifier using an op amp. Find the
voltage-transfer function, v, /v;,.

Figure 6.1-4 Inverting voltage amplifier using an op amp.

Virtual Ground
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SOLUTION

If the differential-voltage gain, A,, is large enough, then the negative feedback path through
R, will cause the voltage v; and the current ; shown on Fig. 6.1-4 to both be zero. Note that
the null port becomes the familiar virtual ground if one of the op amp input terminals is on
ground. If this is the case, then we can write that

and

Characterization of Op Amps

In practice, the operational amplifier only approaches the ideal infinite-gain voltage amplifier.
Some of its other nonideal characteristics are illustrated in Fig. 6.1-5. The finite differential-
input impedance is modeled by R;; and C;,;. The output resistance is modeled by R,. The
common-mode input resistances are given as resistors of R,., connected from each of the
inputs to ground. Vg is the input-offset voltage necessary to make the output voltage zero if
both of the inputs of the op amp are grounded. /g (not shown) is the input-offset current,
which is necessary to make the output voltage zero if the op amp is driven from two identi-
cal current sources. Therefore, I is defined as the magnitude of the difference between
the two input-bias currents Ig; and Ig,. Since the bias currents for a CMOS op amp are
approximately zero, the offset current is also zero. The common-mode rejection ratio
(CMRR) is modeled by the voltage-controlled voltage source indicated as v;//CMRR. This

V1 Riem <Ip»

CMRR e
N - N J_ Rout vy
Vos in2 Cia T Riq
Vi o Ideal Op Amp
Riem < I

Figure 6.1-5 A model for a nonideal op amp showing some of the nonideal linear
characteristics.
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source approximately models the effects of the common-mode input signal on the op amp.
The two sources designated as e> and 2 are used to model the op amp noise. These are rms
voltage- and current-noise sources with units of mean-square volts and mean-square amperes,
respectively. These noise sources have no polarity and are always assumed to add.

Not all of the nonideal characteristics of the op amp are shown in Fig. 6.1-5. Other per-
tinent characteristics of the op amp will now be defined. The output voltage of Fig. 6.1-2 can
be defined as

(6.1-5)

Vi(s) + Vz(S))
2

Vouls) = Ay(s) [Vi(s) — Va(s)] = A(,»(S)(

where the first term on the right is the differential portion of V(s) and the second term is the
common-mode portion of V,(s). The differential-frequency response is given as A (s) while
the common-mode frequency response is given as A.(s). A typical differential-frequency
response of an op amp is given as

AVO

As) = (6.1-6)
s s s
GGG
P P2 P3
where py, p,, . . . are poles of the operational amplifier open-loop transfer function. In gen-
eral, a pole designated as p; can be expressed as
pi= —w; (6.1-7)

where w; is the reciprocal time constant or break-frequency of the pole p;. While the opera-
tional amplifier may have zeros, they will be ignored at the present time. A, or A,(0) is the
gain of the op amp as the frequency approaches zero. Figure 6.1-6 shows a typical frequency
response of the magnitude of A,(s). In this case we see that w; is much lower than the rest of
the break-frequencies, causing w, to be the dominant influence in the frequency response. The
frequency where the —6 dB/oct. slope from the dominant pole intersects with the 0 dB axis

A, (jw)! dB
Y

Asymptotic

20 log10(Av0) 1 e Magnitude
Actual i
Magnitu(lie

—6 dB/oct.

0dB

w]

—18 dB/oct:

Figure 6.1-6 Typical frequency response of the magnitude of A,(jw)
for an op amp.
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is designated as the unity-gain bandwidth, abbreviated GB, of the op amp. Even if the next
higher order poles are smaller than GB, we shall still continue to use the unity-gain bandwidth
as defined above.

Other nonideal characteristics of the op amp not defined by Fig. 6.1-5 include the power-
supply rejection ratio, PSRR. The PSRR is defined as the product of the ratio of the change
in supply voltage to the change in output voltage of the op amp caused by the change in the
power supply and the open-loop gain of the op amp. Thus,

AVpp . Vol Vin(Vaa = 0)

Av(s) -
AVour VolVag(Vin = 0)

PSRR = (6.1-8)

An ideal op amp would have an infinite PSRR. The reader is advised that both this definition
for PSRR and its inverse will be found in the literature. The common-mode input range is the
voltage range over which the input common-mode signal can vary. Typically, this range is
1-2 V less than Vpp and 1-2 V more than V.

The output of the op amp has several important limits, one of which is the maximum
output current sourcing and sinking capability. There is a limited range over which the out-
put voltage can swing while still maintaining high-gain characteristics. The output also
has a voltage rate limit called slew rate. The slew rate is generally determined by the max-
imum current available to charge or discharge a capacitance. Normally, slew rate is not
limited by the output, but by the current sourcing/sinking capability of the first stage. The
last characteristic of importance in analog sampled-data circuit applications is the settling
time. This is the time needed for the output of the op amp to reach a final value (to with-
in a predetermined tolerance) when excited by a small signal. This is not to be confused
with slew rate, which is a large-signal phenomenon. Many times, the output response of
an op amp is a combination of both large- and small-signal characteristics. Small-signal
settling time can be completely determined from the location of the poles and zeros in the
small-signal equivalent circuit, whereas slew rate is determined from the large-signal con-
ditions of the circuit.

The importance of the settling time to analog sampled-data circuits is illustrated by Fig.
6.1-7. It is necessary to wait until the amplifier has settled to within a few tenths of a percent
of its final value in order to avoid errors in the accuracy of processing analog signals. A longer
settling time implies that the rate of processing analog signals must be reduced.

Fortunately, the CMOS op amp does not suffer from all of the nonideal characteristics
previously discussed. Because of the extremely high input resistance of the MOS devices,
both R;; and I (or I, and I,) are of no importance. A typical value of R, is in the range of
10'* Q. Also, R, is extremely large and can be ignored. If an op amp is used in the config-
uration of Fig. 6.1-3 with the noninverting terminal on ac ground, then all common-mode
characteristics are unimportant.

Classification of Op Amps

In order to understand the design of CMOS op amps it is worthwhile to examine their classi-
fication and categorization. It is encouraging that op amps that we are totally unfamiliar with
at this point can be implemented using the blocks of the previous two chapters. Table 6.1-1
gives a hierarchy of CMOS op amps that is applicable to nearly all CMOS op amps that will be
presented in this chapter and the next. We see that the differential amplifier is almost ubiquitous
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Figure 6.1-7 Transient response of an op amp with negative feed-
back illustrating settling time 7. € is the tolerance to the final value
used to define the settling time.

in its use as the input stage. We will study several op amps in the next chapter that use a mod-
ified form of the differential amplifier of Section 5.2 but by and large the differential ampli-
fier is the input stage of choice for most op amps.

As we have shown previously, amplifiers generally consist of a cascade of voltage-to-cur-
rent or current-to-voltage converting stages. A voltage-to-current stage is called a transcon-
ductance stage and a current-to-voltage stage is called the load stage. In some cases, it is easier
to think of a current-to-current stage, but eventually current will be converted back to voltage.

Based on the categorization in Table 6.1-1, there are two major op amp architectures that
we will study in this chapter. The first is the two-stage op amp. It consists of a cascade of V—1
and /—V stages and is shown in Fig. 6.1-8. The first stage consists of a differential amplifier
converting the differential input voltage to differential currents. These differential currents are
applied to a current-mirror load recovering the differential voltage. This of course is nothing
more than the differential voltage amplifier of Fig. 5.2-5 or 5.2-7. The second stage consists
of a common-source MOSFET converting the second-stage input voltage to current. This
transistor is loaded by a current-sink load, which converts the current to voltage at the output.

Table 6.1-1 Categorization of CMOS Op Amps

Conversion Hierarchy
Voltage to Classic differential Modified differential T
current amp}iﬁer amplliﬁer First
¥ v v 4 voltage
Current to Differential-to-single-ended Source/sink || |MOS diode stage
voltage load (current mirror) current loads load
| | | |
v v Current
Voltage to Transconductance Transconductance stage I
current grounded gate grounded source
- l i l - Second
Current to Class A (source Class B voltage
voltage or sink load) (push—pull) stige
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Vout

VoI : -V

Figure 6.1-8 Classical two-stage CMOS op amp broken into voltage-to-current
and current-to-voltage stages.

The second stage is also nothing more than the current-sink inverter of Fig. 5.1-7. This two-
stage op amp is so widely used that we will call it the classical two-stage op amp; it has both
MOSFET and BIJT versions.

A second architecture that results is shown in Fig. 6.1-9. This architecture is commonly
called the folded-cascode op amp. This architecture was developed in part to improve the
input common-mode range and the power-supply rejection of the two-stage op amp. In this
particular op amp, it is probably more efficient to consider it as the cascade of a differential-
transconductance stage with a current stage followed by a cascode current-mirror load. One
of the advantages of the folded-cascode op amp is that it has a push—pull output. That is, the
op amp can actively sink or source current from the load. The output stage of the previous
two-stage op amp is Class A, which means that either its sinking or sourcing capability
is fixed.

Slight modifications in the two op amps of Figs. 6.1-8 and 6.1-9 result in many possible
other forms (see Problems 6.1-5 and 6.1-6). However, for the purposes of space and simplic-
ity we will restrict our present considerations to these two CMOS op amps.

VoD

Vout Vout

= Vin

Vol -1 -V
Figure 6.1-9 Folded-cascode op amp broken into stages.
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Design of Op Amps

The design of an op amp can be divided into two distinct design-related activities that are for
the most part independent of one another. The first of these activities involves choosing or cre-
ating the basic structure of the op amp. A diagram that describes the interconnection of all of
the transistors results. In most cases, this structure does not change throughout the remaining
portion of the design, but sometimes certain characteristics of the chosen design must be
changed by modifying the structure.

Once the structure has been selected, the designer must select dc currents and begin to
size the transistors and design the compensation circuit. Most of the work involved in com-
pleting a design is associated with this, the second activity of the design process. Devices
must be properly scaled in order to meet all of the ac and dc requirements imposed on the op
amp. Computer circuit simulations, based on hand calculations, are used extensively to aid
the designer in this phase.

Before the actual design of an op amp can begin, though, one must set out all of the
requirements and boundary conditions that will be used to guide the design. The following
list describes many of the items that must be considered.

Boundary conditions:
1. Process specification (V;, K', C,, etc.)
2. Supply voltage and range
3. Supply current and range

4. Operating temperature and range

Requirements:

Gain

Gain bandwidth

Settling time

Slew rate

Input common-mode range, ICMR
Common-mode rejection ratio, CMRR
Power-supply rejection ratio, PSRR

Output-voltage swing

e U ol

Output resistance
Offset

Noise

—_ =
— O

12. Layout area

The typical specifications for an unbuffered CMOS op amp are listed in Table 6.1-2.

The block diagram of Fig. 6.1-1 is useful for guiding the CMOS op amp design process.
The compensation method has a large influence on the design of each block. Two basic meth-
ods of compensation are suggested by the opposite parallel paths into the compensation block
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Table 6.1-2 Specifications for a Typical Unbuffered CMOS Op Amp

Boundary Conditions Requirement

Process specification See Tables 3.1-1, 3.1-2, and 3.2-1
Supply voltage *+2.5V £10%

Supply current 100 pA

Temperature range 0-70 °C

Specifications

Gain =70 dB

Gain bandwidth = 5 MHz

Settling time =1ps

Slew rate =5V/us

ICMR ==*15V

CMRR =60 dB

PSRR =60 dB

Output swing ==*15V

Output resistance N/A, capacitive load only
Offset = *10 mV

Noise < 100 nV/\V/Hz at 1 kHz
Layout area = 5000 X (minimum channel length)®

of Fig. 6.1-1. These two methods, feedback and feedforward, are developed in the following
section. The method of compensation is greatly dependent on the number of stages present
(differential, second, or buffer stages).

In designing an op amp, one can begin at many points. The design procedure must be iter-
ative, since it is almost impossible to relate all specifications simultaneously. For a typical
CMOS op amp design, the following steps may be appropriate.

1. Decide on a Suitable Configuration

After examining the specifications in detail, determine the type of configuration required. For
example, if extremely low noise and offset are a must, then a configuration that affords high
gain in the input stage is required. If there are low-power requirements, then a Class AB-type
output stage may be necessary. This in turn will govern the type of input stage that must be
used. Often, one must create a configuration that meets a specific application.

2. Determine the Type of Compensation Needed

to Meet the Specifications

There are many ways to compensate amplifiers. Some have unique aspects that make them
suitable for particular configurations or specifications. For example, an op amp that must
drive very large load capacitances might be compensated at the output. If this is the case, then
this requirement also dictates the types of input and output stages needed. As this example
shows, iteration might be necessary between steps 1 and 2 of the design process.
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3. Design Device Sizes for Proper dc, ac, and Transient Performance

This begins with hand calculations based on approximate design equations. Compensation
components are also sized in this step of the procedure. After each device is sized by hand, a
circuit simulator is used to fine-tune the design.

One may find during the design process that some specification may be difficult or
impossible to meet with a given configuration. At this point the designer has to modify the
configuration or search the literature for ideas particularly suited to the requirement. This lit-
erature search takes the place of creating a new configuration from scratch. For very critical
designs, the hand calculations can achieve about 80% of the complete job in roughly 20% of
the total job time. The remaining 20% of the job requires 80% of the time for completion.
Sometimes hand calculations can be misleading due to their approximate nature. Nonetheless,
they are necessary to give the designer a feel for the sensitivity of the design to parameter
variation. There is no other way for the designer to understand how the various design param-
eters influence performance. Iteration by computer simulation gives the designer very little
feeling for the design and is generally not a wise use of computer resources.*

In summary, the design process consists of two major steps. The first is the conception
of the design and the second is the optimization of the design. The conception of the design
is accomplished by proposing an architecture to meet the given specifications. This step is
normally accomplished using hand calculations in order to maintain the intuitive viewpoint
necessary for choices that must be made. The second step is to take the “first-cut” design and
verify and optimize it. This is normally done by using computer simulation and can include
such influences as environmental or process variations.

Compensation of Op Amps

w 6.2

Operational amplifiers are generally used in a negative-feedback configuration. In this way,
the relatively high, inaccurate forward gain can be used with feedback to achieve a very accu-
rate transfer function that is a function of the feedback elements only. Figure 6.2-1 illustrates
a general negative-feedback configuration. A(s) is the amplifier gain and will normally be the
open-loop, differential-voltage gain of the op amp, and F(s) is the transfer function for exter-
nal feedback from the output of the op amp back to the input. The loop gain of this system
will be defined as

Loop gain = L(s) = —A(s)F(s) (6.2-1)

Consider a case where the forward gain from V;, to V,, is to be unity. It is easily shown that
if the open-loop gain at dc A(0) is between 1000 and 2000, and F is equal to 1, the forward
gain varies from 0.999 to 0.9995. For very high loop gain (due primarily to a high amplifier
gain), the forward transfer function V,,,/V;, is accurately controlled by the feedback network.
This is the principle applied in using operational amplifiers.

) Figure 6.2-1 A single-loop, negative-feedback system.
s

Vin(s) rl A(s) Vout(s)

*A useful relationship in analog design is: (use of a simulator) X (common sense) = (a constant).
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Small-Signal Dynamics of a Two-Stage Op Amp

It is of primary importance that the signal fed back to the input of the op amp be of such ampli-
tude and phase that it does not continue to regenerate itself around the loop. Should this occur,
the result will be either clamping of the output of the amplifier at one of the supply potentials
(regeneration at dc), or oscillation (regeneration at some frequency other than dc). The require-
ment for avoiding this situation can be succinctly stated by the following equation:

[A(jwo)F(jwoe)| = |L(jwee)| <1 (6.2-2)
where w. is defined as
Arg[—A(jwoe)F(jwo)] = Arg[L(jeoe)] = 0° (6.2-3)
Another convenient way to express this requirement is
Arg[—A(jwo ap)F(jwoap)] = Arg[L(jwogp)] > 0° (6.2-4)
where wq 4p 18 defined as

A(jwo ap)F(jwoap)| = |L(jwoap)| = 1 (6.2-5)

If these conditions are met, the feedback system is said to be stable (i.e., sustained oscillation
cannot occur).

This second relationship given in Eq. (6.2-4) is best illustrated with the use of Bode dia-
grams. Figure 6.2-2 shows the response of |[A(jw)F(jw)| and Arg[—A(jw)F(jw)] as a function
of frequency. The requirement for stability is that the |A(jw)F(jw)| curve cross the 0 dB point
before the Arg[ —A(jw)F(jw)] reaches 0°. A measure of stability is given by the value of the
phase when |A(jw)F(jw)| is unity, O dB. This measure is called phase margin and is described
by the following relationship:

Phase margin = &, = Arg[—A(jwoas)F(jwoap)] = Arg[L(jwo 4p)] (6.2-6)

The importance of “good stability” obtained with adequate phase margin is best under-
stood by considering the response of the closed-loop system in the time domain. Figure 6.2-3
shows the time response of a second-order closed-loop system with various phase margins.

4 Figure 6.2-2 Frequency and phase
response of a second-order system.
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Figure 6.2-3 Response of a second-order system with various phase
margins.

One can see that larger phase margins result in less “ringing” of the output signal. Too much
ringing can be undesirable, so it is important to have adequate phase margin keeping the ring-
ing to an acceptable level. It is desirable to have a phase margin of at least 45°, with 60° prefer-
able in most situations. Appendix D develops the relationship between phase margin and time
domain response for second-order systems.

Now consider the second-order, small-signal model for an uncompensated op amp shown
in Fig. 6.2-4. In order to generalize the results, the components associated with the first stage
have the subscript / and those associated with the second stage have the subscript /1. The loca-
tions for the two poles are given by the following equations:

—1
= 6.2-7
D1 R,C, ( )
and
— (6.2-8)
p2 RIICII '

where R; (R;;) is the resistance to ground seen from the output of the first (second) stage and
C; (Cyy) is the capacitance to ground seen from the output of the first (second) stage. In a
typical case, these poles are far away from the origin of the complex frequency plane and are
relatively close together. Figure 6.2-5 illustrates the open-loop frequency response of a nega-
tive-feedback loop using the op amp modeled by Fig. 6.2-4 and a feedback factor of F(s) = 1.

Figure 6.2-4 Second-order, small-

Vi
+ + signal equivalent circuit for a two-stage
. op amp.
Vin Vi Vout
o SmlVin CITRI gmivIN/ Rii ler R
[, —l— ]
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Figure 6.2-5 The open-loop frequency response of a negative-feedback
loop using an uncompensated op amp and a feedback factor of F(s) = 1.

Note that F(s) = 1 is the worst case for stability considerations. In Fig. 6.2-5, the phase mar-
gin is significantly less than 45°, which means that the op amp should be compensated before
using it in a closed-loop configuration.

Miller Compensation of the Two-Stage Op Amp
The first compensation method discussed here will be the “Miller” compensation technique
[2]. This technique is applied by connecting a capacitor from the output to the input of the sec-
ond transconductance stage g,,;;- The resulting small-signal model is illustrated in Fig. 6.2-6.
Two results come from adding the compensation capacitor C,. First, the effective capacitance
shunting R; is increased by the additive amount of approximately g,,.;,(R;)(C,). This moves p,
(the new location of p}) closer to the origin of complex frequency plane by a significant
amount (assuming that the second-stage gain is large). Second, p, (the new location of p5) is
moved away from the origin of the complex frequency plane, resulting from the negative feed-
back reducing the output resistance of the second stage.

The following derivation illustrates this in a rigorous way. The overall transfer function
that results from the addition of C. is

(gml)(gm[[)(RI)(RII)(1 - SCc/gmll)
1+ s[R/(C; + Co) + Ri(Cyy + C) + guRiR;Cc] + s 2RIRH[CICH +C.C+ C.Cyl

Vi Vout
1_n gm]"m@CITR]%gmﬂv@ %C[l‘l\ o

Vols)
Vo) = (6.2-9)

Figure 6.2-6 Miller capacitance
applied to the two-stage op amp.
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Using the approach developed in Section 5.3 for two widely spaced poles gives the following
compensated poles:

-1
pE——— (6.2-10)
: &Ry C,
and
- n CC
Pa Emi (6.2-11)

" CCy+ CuC. + CC.

If C}; is much greater than C; and C. is greater than C;, then Eq. (6.2-11) can be approxi-
mated by

—&min
p, = (6.2-12)
G

It is of interest to note that a zero occurs on the positive-real axis of the complex frequency
plane and is due to the feedforward path through C.. The right half-plane zero is located at

8
o= TH (6.2-13)

Figure 6.2-7(a) illustrates the movement of the poles from their uncompensated to their com-
pensated positions on the complex frequency plane. Figure 6.2-7(b) shows results of com-
pensation illustrated by an asymptotic magnitude and phase plot. Note that the second pole
does not begin to affect the magnitude until after |A(jw)F(jw)| is less than unity. The right
half-plane (RHP) zero increases the phase shift [acts like a left half-plane (LHP) pole] but
increases the magnitude (acts like an LHP zero). Consequently, the RHP zero causes the two
worst things possible with regard to stability considerations. If either the zero (z;) or the pole
(p») moves toward the origin of the complex frequency plane, the phase margin will be
degraded. The task in compensating an amplifier for closed-loop applications is to move all
poles and zeros, except for the dominant pole (p,), sufficiently away from the origin of the
complex frequency plane (beyond the unity-gain bandwidth frequency) to result in a phase
shift similar to Fig. 6.2-7(b).

Only a second-order (two-pole) system has been considered thus far. In practice,
there are more than two poles in the transfer function of a CMOS op amp. The rest of this
treatment will concentrate on the two most dominant (smaller) poles and the RHP zero.
Figure 6.2-8 illustrates a typical CMOS op amp with various parasitic and circuit capac-
itances shown. The approximate pole and zero locations resulting from these capaci-
tances are given below:

-GG - s + s s + s
b= o _ (8as2 T 8asa)(&ass T 8as7) (6.2-14)
gmllCc gmGCc

—8mi _ —8m6

(6.2-15)
Cy &)

P2
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Closed-loop poles, C.#

Figure 6.2-7 (a) Root locus plot
of the loop gain [F(s) = 1]
resulting from the Miller com-
pensation as C¢ is varied from 0
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frequency plane
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and
Emir _ 8mo
7, =22 =2 6.2-16
== (6.2-16)

The unity-gain bandwidth as defined in Section 6.1 is easily derived (see Problem 6.2-3) and
is shown to be approximately

(6.2-17)

Figure 6.2-8 A two-stage op amp
with various parasitic and circuit
capacitances shown.

Vbp
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Figure 6.2-9 Illustration of the implementation of the
dominant pole through the Miller effect on Cc. M6 is
Ry treated as an NMOS for this illustration.

Vbp

== Vout

Ry i
L —W\ L Mo
1
g Q’:«g m6R 1 CCIJ 1

The above three roots are very important to the dynamic performance of the two-stage op
amp. The dominant left-half plane pole, p,, is called the Miller pole and accomplishes the
desired compensation. Intuitively, it is created by the Miller effect on the capacitance, C,, as
illustrated in Fig. 6.2-9, where M6 is assumed to be an NMOS transistor. The capacitor C, is
multiplied by approximately the gain of the second stage, g;R;;, to give a capacitor in paral-
lel with R; of g;R;,;C.. Multiplying this capacitance times R; and inverting gives Eq. (6.2-14).

The second root of importance is p,. The magnitude of this root must be at least equal to
GB and is due to the capacitance at the output of the op amp. It is often called the output pole.
Generally, Cj; is equal to the load capacitance, C;, which makes the output pole strongly
dependent on the load capacitance. Figure 6.2-10 shows intuitively how this root develops.
Since |p,| is near or greater than GB, the reactance of C, is approximately 1/(GB - C,) and is
very small. For all practical purposes the drain of M6 is connected to the gate of M6, form-
ing an MOS diode. We know that the small-signal resistance of an MOS diode is 1/g,,.
Multiplying 1/g,,;; by Cy; (or C;) and inverting gives Eq. (6.2-15).

The third root is the RHP zero. This is a very undesirable root because it boosts the loop
gain magnitude while causing the loop phase shift to become more negative. Both of these
results worsen the stability of the op amp. In BJT op amps, the RHP zero was not serious
because of the large values of transconductance. However, in CMOS op amps, the RHP zero
cannot be ignored. This zero comes from the fact that there are two signal paths from the input
to the output as illustrated in Fig. 6.2-11. One path is from the gate of M6 through the com-
pensation capacitor, C,, to the output (V" to V,,). The other path is through the transistor, M6,
to the output (V' to V,,). At some complex frequency, the signals through these two paths
will be equal and opposite and cancel, creating the zero. The RHP zero is developed by using
superposition on these two paths as shown below:

—gme Ry (1/sC, R —R;(g,6/sC. — 1
Viu(s) = < 8me Ry (1/s )) Vo4 ( 1l > V"= 11(8me/S ) Vo (6.2-18)
Ry + 1/sC. Ry + 1/sC, Ry + 1/sC,

L.
o

where V=V' = V"

Figure 6.2-10 Illustration of

% V .
DD bp how the output pole in a two-
Ry Ry stage op amp is created. M6 is
Ce treated as an NMOS for this illus-

Vout == Vout  tration.
L
-- M6 GB.C,~ " ---|_—| M6
"= T"
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Figure 6.2-11 Illustration of how the RHP zero is developed.
M6 is treated as an NMOS for this illustration.

As stated before, the goal of the compensation task is to achieve a phase margin greater
than 45°. It can be shown (see Problem 6.2-4) that if the zero is placed at least ten times
higher than the GB, then in order to achieve a 45° phase margin, the second pole (p,) must
be placed at least 1.22 times higher than GB. In order to obtain 60° of phase margin, p,
must be placed about 2.2 times higher than GB as shown in the following example.

f?Example

Location of the Output Pole for a Phase Margin of 60°

For an op amp model with two poles and one RHP zero, prove that if the zero is ten times
higher than GB, then in order to achieve a 60° phase margin, the second pole must be placed
at least 2.2 times higher than GB.

SOLUTION

The requirement for a 60° phase margin is given as

@M = +180° — Arg[A(]w)F(Jw)] = +180° —tanl(w> — tan1<°)) — tan1<w> = 60°
|P1‘ |p2| <1

Assuming that the unity-gain frequency is GB, we replace w by GB to get

GB GB GB GB
120° = tan_1(> + tan_1<> + tan_1<> = tan_l[Av(O)] + tan_1(> + tan_l(O.l)
p1] 12 21 P2l

Assuming that A (0) is large, then the above equation can be reduced to

GB
24.3° =~ tanl<>
\P2|

which gives |p,| = 2.2GB.

Assuming that a 60° phase margin is required, the following relationships apply:

&me 10 (g”‘z> (6.2-19)
C. C

c
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Therefore,
8me > long (62'20)
Furthermore,
(g’"6> >22 (g’"2> (6.2-21)
(073 C.
Combining Eqs. (6.2-20) and (6.2-21) gives the following requirement:
22C,
C.> T 0.22 G, (6.2-22)

Up to this point, we have neglected the influence of the capacitor, Cs, associated with the
current-mirror load of the input stage in Fig. 6.2-8. A small-signal model for the input stage
of Fig. 6.2-8 that includes Cj; is shown in Fig. 6.2-12(a). The transfer function from the input
to the output voltage of the first stage, V,(s), can be written as

VO S —8m m + s + 53
1(s) _ 8m1 [ 8m3 T 8dst T 8ds3 i 1} (6.2-23)
Vin(s) 2(8as2 + 8asa) L&z + &ust + 8usz + 5C5
~ —8m1 |:SC3 + 28m3:|
2(8as2 + 8asa) L sC5 + gy
We see that there is a pole and a zero given as
py= = and gy = _28m
G ’ G (6.2-24)

amp. (b) The location of the
open-loop and closed-loop roots.
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Fortunately, the presence of the zero tends to negate the effect of the pole. Generally, the
pole and zero due to Cj is greater than GB and will have very little influence on the stability
of the two-stage op amp. Figure 6.2-12(b) illustrates the case where these roots are less than
GB and even then they have little effect on stability. In fact, they actually increase the phase
margin slightly because GB is decreased.

Controlling the Right Half-Plane Zero

The RHP zero resulting from the feedforward path through the compensation capacitor
tends to limit the GB that might otherwise be achievable if the zero were not present. There
are several ways of eliminating the effect of this zero. One approach is to eliminate the feed-
forward path by placing a unity-gain buffer in the feedback path of the compensation capac-
itor [3]. This technique is shown in Fig. 6.2-13. Assuming that the output resistance of the
unity-gain buffer is small (R, — 0), then the transfer function is given by the following

equation:
Vo(s) _ (8mD)(mi)(RD(Ryp) (6.2-25)
Vi) 1+ s[RC; + RyCy + RiC. + 8uuRRyC] + S*[RRyCi(C; + C))] '
Using the technique as before to approximate p, and p, results in the following:
-1 -1
P = = (6.2-26)
RC; + RyCy + RIC + 8yuRiRyCe gnuRRyC.
and
—8&m Cc
I Emi (6.2-27)

" Cu(C + C)

Note that the poles of the circuit in Fig. 6.2-13 are approximately the same as before,
but the zero has been removed. With the zero removed, the pole p, can be placed high-
er than the GB in order to achieve a phase margin of 45°. For a 60° phase margin, p,
must be placed 1.73 times greater than the GB. Using the type of compensation scheme
shown in Fig. 6.2-13 results in greater bandwidth capabilities as a result of eliminating
the zero.

Cc

\

/ 4 Vi Clc
|

\
+ | / oVou +
) . R V.
Inverting VOUT Vin gmlVi C] Ry R() 0 out
- High-Gain 0 mlVin R Crr
Stoge 5 | gmuVr Y " | 5

(a) (b)

Figure 6.2-13 (a) Elimination of the feedforward path by a voltage amplifier. (b) Small-signal model
for the two-stage op amp using the technique of (a).
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The above analysis neglects the output resistance of the buffer amplifier R,, which can
be significant. Taking the output resistance into account, and assuming that it is less than R;
or Ry, results in an additional pole p, and an LHP zero z, given by

—1
T RIC,CHC, + C)]

Pa (6.2-28)

= 6.2-29
22 R,C. ( )

Although the LHP zero can be used for compensation, the additional pole makes this method
less desirable than the following method. The most important aspect of this result is that it
leads naturally to the next scheme for controlling the RHP zero.

Another means of eliminating the effect of the RHP zero resulting from feedforward
through the compensation capacitor C. is to insert a nulling resistor in series with C,. [4].
Figure 6.2-14 shows the application of this technique. This circuit has the following node-
voltage equations:

vy CV+<SCC>(V—V)—O (6.2-30)
EmIVin R, sCrVr 1 + sC.R. 1 out) = L
v, sC.,
&muVi T R711 + 5CyVou + m Vo — VD =0 (6.2-31)

These equations can be solved to give

Voul(s) _ Cl{l - S[(Cc/gmll) - RZCL]}

= 6.2-32
Vin(s) 1+ bs + cs® + ds° ( )
where
a = Gui8mRiRy (6.2-33)
b= (Cy+ CIORy + (C; + COR; + guuRiR;C. + R.C, (6.2-34)
¢ = [RRy(C/Cy + C.Cp + C.Cpy) + R.CAR,C; + RyCyp)] (6.2-35)
d= RIRIIRZCICIICC (62'36)
S A
71 M\ v, Cc R,
o— O
. Y NPRN
Inverling out V: _ C R Vout
1 -ain o n V I I
gtag;ec 5 gmlVin T etV /Rl C1fr -
(@) (b)

Figure 6.2-14 (a) Use of a nulling resistor, R,, to control the RHP zero. (b) Small-signal model of
the nulling resistor applied to a two-stage op amp.
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If R is assumed to be less than R; or R;; and the poles are widely spaced, then the roots of
Eq. (6.2-32) can be approximated as

-1 -1
pL= = (6.2-37)
: (I + guRDR.Ce  guRuR/C,
- m. CL‘ - m.
Dy = Emil ~ Emil (6.2-38)
CCy+ CCr+ CCy Cu
S (6.2-39)
Pa R.C, .
and
1
4 (6.2-40)

~ C(1guy — R)

It is easy to see how the nulling resistor accomplishes the control over the RHP zero.
Figure 6.2-15 shows the output stage broken into two parts, similar to what was done in
Fig. 6.2-11. The output voltage, V., can be written as

1 8mo6
_gmsRH(Rz + ) _Rll(gm()RZ +— - 1>
sC, Ry sC,
Vou = 1 V' + 1 V"= (6.2-41)
Ry + R, + — Ry + R, + — Ry + R, + —
1 = 7, 1 <7 5C 1 =T,

Setting the numerator equal to zero gives Eq. (6.2-40), assuming g,.6 = &ur-

The resistor R, allows independent control over the placement of the zero. In order to
remove the RHP zero, R, must be set equal to 1/g,,;;. Another option is to move the zero
from the RHP to the LHP and place it on top of p,. As a result, the pole associated with the
output loading capacitance is canceled. To accomplish this, the following condition must be
satisfied:

21 = P2 (62-42)
which results in

1 _ —8mil
C.(1/gpy — R) Cy

(6.2-43)

Figure 6.2-15 Illustration of how the nulling resistor accom-
plishes the control of the RHP zero.




-- V -1k
- |I‘JM11 |I‘JM4 .I‘JMI;D ‘
I|_ I|_ Cc I|_
i S

6.2 Compensation of Op Amps 283

R. = <C5+C”><l) (6.2-44)
‘ C. Emir

With p, canceled, the remaining roots are p; and p;. For unity-gain stability, all that is
required is that the magnitudes of p; and p, be sufficiently greater than GB. Therefore

The value of R, can be found as

|ps| > A0)|py| = A0 GB (6.2-45)
P ' h &miRuRC, ’
|pal = (UR.C) > (gl C.) (6.2-46)

Substituting Eq. (6.2-44) into Eq. (6.2-46) and assuming C;; >> C. results in

C. >/ cc, (6.2-47)
Emir

The nulling resistor approach has been used in the two-stage op amp with excellent
results. The op amp can have good stability properties even with a large load capacitor. The
only drawback is that the output pole, p,, cannot change after the compensation has been
designed (as it will if C; changes).

The magnitude of the output pole, p,, can be increased by introducing gain in the Miller
capacitor feedback path as done by M8 in Fig. 6.2-16(a) [5]. The small-signal model of
Fig. 6.2-16(a) is shown in Fig. 6.2-16(b). The resistors R; and R, are defined as

1
R, = (6.2-48)
8as2 T asa T 8uso

~
b = =

M8j|—° VBIAS

1€ 0 VOUT Iin 6 R

RS Cr =T Vout

Vs8
gm8Vs8 _gmeV1

I

Il-> M6 (b)

i | | S T .
MlOr—_l [%M9 1 1V Cods Cc

+

5 :

— A T

(a) Iin RISV gm V8 RS & Vout
—_8msVss8 _ 8m6V1 T

o
(©)
1
* O % g >G
—8m68m8rds —8m8 -1 8m6
3¢ Ce 8mordsCe Cgds
(d

Figure 6.2-16 (a) Circuit to increase the magnitude of the output pole. (b) Small-signal model of (a).
(c) Simplified version of (b). (d) Resulting poles and zeros of (a).
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and

1
Ry=—— (6.2-49)
8ass T 8as7

where transistors M2 and M4 are the output transistors of the first stage. In order to simplify
the analysis, we have rearranged the controlled source, g,,3V,s, and have ignored r,g. The
simplified small-signal model of Fig. 6.2-16(a) is given in Fig. 6.2-16(c). The nodal equations
of this circuit are

ngSCc
L = GV = gusVig = GiV) — 2 + 5C. Vout (6.2-50)
m8 c
and
ngSC(r
0=gwVI + |G, + sC, + m Vout (6.2-51)
m8 c

Solving for the transfer function V,,/I;, gives

sC.
o (1+5)
W (Gggﬁ> . G C o c.C (6.2-52)
in 102 1+S(c+2+c+gm6 c>+S2< c2>
&qms Gy Gy GGy 8msGa

Using the approximate method of solving for the roots of the denominator illustrated earli-
er gives

~1 -6
L= ~ (6.2-53)
. C. 2
CC + g 4 g + m gmérdscc
8m8 G2 Gz G1G2
and
gm6r?1.vcc
6 gm8rc21sG2 (gmG) (gm8rdx)
~ = Sl ) = (S s 6.2-54
P2 . 6 C 3 3| ( )
ngG2

where all the various channel resistances have been assumed to equal r,, and p; is the output
pole for normal Miller compensation. The result of Fig. 6.2-16(a) is to keep the dominant pole
approximately the same and to multiply the output pole by roughly the gain of a single stage
(gmras)- In addition to the poles, there is an LHP zero at g,,5/sC,., which can be used to enhance
the compensation. Note in Fig. 6.2-16(d) that there is still an RHP zero in the compensation
scheme of Fig. 6.2-16 because of the feedforward path through C,,s shown as the dashed path
on Figs. 6.2-16(b) and 6.2-16(c).
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Figure 6.2-17 Illustration of how the output pole is increased by
Fig. 6.2-16(a).

Figure 6.2-17 shows intuitively how the output pole is increased by the addition of M8
in the feedback path around M6. At frequencies near GB, the reactance of C, can be consid-
ered small. Under these assumptions, M6 approximates an MOS diode with a gain of g,,g7 43
in the feedback path. This makes the output resistance seen by C, (Cy;) to be approximately

1 1
Row = R ||< ) ~ 6.2-55
' " 8me8msldss 8m68m8ldss ( )

Multiplying this resistance by C, and inverting gives Eq. (6.2-54), ignoring the influence of
the channel resistances of other transistors, which leads to the 3 in the denominator.

Feedforward Compensation

Another compensation technique used in CMOS op amps is the feedforward scheme shown
in Fig. 6.2-18(a). In this circuit, the buffer is used to break the bidirectional path through the
compensation capacitor. Unfortunately, this circuit will result in a zero that is in the right
half-plane. If either the polarity of the buffer or the high-gain amplifier is reversed, the zero
will be in the left half-plane. Figure 6.2-18(b) shows a feedforward compensation technique

N C. ~
‘e — >
" | ng Vi | Vout
: I o - ———0
In'Vertmg. / i :f.» Inverting /' I : 5
High-Gain Criz=-Ril High-Gain Cuy=Riiis
Amplifier @ ]_ .6 Amplifier ®) 1

o
1 <7
Cr 4|~R11% Vout
o

Figure 6.2-18 (a) Feedforward resulting in an RHP zero. (b) Feedforward resulting
in an LHP zero. (¢) Small-signal model for (b).
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Figure 6.2-19 Feedforward compensation around a noninverting

; E | ; amplifier.
— —
Vin VOUt

that has a zero in the left half-plane because the gain of the buffer is inverted. Figure 6.2-18(c)
can be used as a model for this circuit. The voltage-transfer function V,(s)/V;,(s) can be
found to be

Vou —AC. + 2,./AC,
«s) _ ( S T S > (6.2-56)

V(s)  C.+ Cy\s + VR C. + Cp)

In order to use the circuit in Fig. 6.2-18(b) to achieve compensation, it is necessary to
place the zero located at g,,;,/AC. above the value of GB so that the boosting of the magni-
tude will not negate the desired effect of positive phase shift caused by the zero. Fortunately,
the phase effects extend over a much broader frequency range than the magnitude effects so
that this method will contribute additional phase margin to that provided by the feedback
compensation technique. It is quite possible that several zeros can be generated in the trans-
fer function of the op amp. These zeros should all be placed above GB and should be well
controlled to avoid large settling times caused by poles and zeros that are close together in
the transient response [6].

Another form of feedforward compensation is to provide a feedforward path around
a noninverting amplifier. This is shown in Fig. 6.2-19. This type of compensation is often
used in source followers, where a capacitor is connected from the gate to source of the
source follower. The capacitor will provide a path that bypasses the transistor at high
frequencies.

w 6.3 Design of the Two-Stage Op Amp

N

The previous two sections described the general approach to op amp design and compen-
sation. In this section, a procedure will be developed that will enable a first-cut design of
the two-stage op amp shown in Fig. 6.3-1. In order to simplify the notation, it is conven-
ient to define the notation S; = W,/L; = (W/L),, where S, is the ratio of W and L of the ith
transistor.

Vob Figure 6.3-1 Schematic of an
unbuffered, two-stage CMOS

op amp with an n-channel input
I I I M6 pair.

Vss
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Design Procedure for the Two-Stage CMOS Op Amp

Before beginning this task, important relationships describing op amp performance will be
summarized from Section 6.2, assuming that g,,1 = 2,0 = &ui &m6 = &mip 8is2 + 8asa = Gy,
and g6 + g4s7 = Gy These relationships are based on the circuit shown in Fig. 6.3-1.

s
Slew rate SR = —
C.

—8m1 _ _2gml
8as2 1t 8asa Is(\ + Ny

—8me6 — —8mé6
8ass T 851 Te(N + N9)

First-stage gain A, =

Second-stage gain A,, =

Gain bandwidth GB = %

c

—8mo
Cr

Output pole p, =

RHP zero z;, = 8ums
C

c

[1
Positive CMR V;(max) = Vpp, — 6—5 — |Vyos|(max) + Vi (min)
3

1
Negative CMR V; (min) = Vg + Bi + Vp(max) + Vpgs(sat)
1

. 21 DS
Saturation voltage Vps(sat) = 5

It is assumed that all transistors are in saturation for the above relationships.

6.3-1)

(6.3-2)

(6.3-3)

(6.3-4)

(6.3-5)

(6.3-6)

(6.3-7)

(6.3-8)

(6.3-9)

The following design procedure assumes that specifications for the following parameters

are given:

Gain at dc, A,(0)

Gain bandwidth, GB

Input common-mode range, ICMR
Load capacitance, C;,

Slew rate, SR

Output voltage swing

Nk w D=

Power dissipation, P

The design procedure begins by choosing a device length to be used throughout the cir-
cuit. This value will determine the value of the channel length modulation parameter A, which
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will be a necessary parameter in the calculation of amplifier gain. Because transistor model-
ing varies strongly with channel length, the selection of a device length to be used in the
design (where possible) allows for more accurate simulation models. Having chosen the nom-
inal transistor device length, one next establishes the minimum value for the compensation
capacitor C.. It was shown in Section 6.2 that placing the output pole p, 2.2 times higher than
the GB permitted a 60° phase margin (assuming that the RHP zero z; is placed at or beyond
ten times GB). It was shown in Eq. (6.2-22) that such pole and zero placements result in the
following requirement for the minimum value for C.:

C.> (2.2/10)C,, (6.3-10)

Next, determine the minimum value for the tail current /5, based on slew-rate require-
ments. Using Eq. (6.3-1), the value for /5 is determined to be

Is = SR (C.) (6.3-11)

If the slew-rate specification is not given, then one can choose a value based on settling-time
requirements. Determine a value that is roughly ten times faster than the settling-time speci-
fication, assuming that the output slews approximately one-half of the supply rail. The value
of I5 resulting from this calculation can be changed later if need be. The aspect ratio of M3
can now be determined by using the requirement for positive input common-mode range. The
following design equation for (W/L); was derived from Eq. (6.3-7):

I
(K3) [Vpp — Vin(max) — |Vyys|(max) + Viy(min)]®

S; = (WIL); = (6.3-12)

If the value determined for (W/L); is less than one, then it should be increased to a value that
minimizes the product of W and L. This minimizes the area of the gate region, which in turn
reduces the gate capacitance. This gate capacitance contributes to the mirror pole, which may
cause a degradation in phase margin.

Requirements for the transconductance of the input transistors can be determined from
knowledge of C. and GB. The transconductance g,,; can be calculated using the following
equation:

gm = GB(C,) (6.3-13)

The aspect ratio (W/L), is directly obtainable from g,,; as shown below:

8;2111
(KD(Us)

S = W/IL), = (6.3-14)

Enough information is now available to calculate the saturation voltage of transistor M5.
Using the negative ICMR equation, calculate Vg5 using the following relationship derived
from Eq. (6.3-8):

. I5
Vpss = Vip(min) — Vgg — | —=

1/2
> — Vpy(max) (6.3-15)
B,
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If the value for Vjes is less than about 100 mV, then the possibility of a rather large (W/L)5
may result. This may not be acceptable. If the value for Vs is less than zero, then the ICMR
specification may be too stringent. To solve this problem, /5 can be reduced or (W/L),
increased. The effects of these changes must be accounted for in previous design steps. One
must iterate until the desired result is achieved. With Vg5 determined, (W/L)s can be extract-
ed using Eq. (6.3-9) in the following way:

Ss = (WIL)s = 2y (6.3-16)
K5(Vpss)®

At this point, the design of the first stage of the op amp is complete. We next consider the out-
put stage.

For a phase margin of 60°, the location of the output pole was assumed to be placed at
2.2 times GB. Based on this assumption and the relationship for |p,| in Eq. (6.3-5), the
transconductance g,,, can be determined using the following relationship:

8me = 2.2(8:m2)(CL/C,) (6.3-17)

Generally, for reasonable phase margin, the value of g, is approximately ten times the input
stage transconductance g,,;. At this point, there are two possible approaches to completing the
design of M6 (i.e., W¢/Ls and Ig). The first is to achieve proper mirroring of the first-stage
current-mirror load of Fig. 6.3-1 (M3 and M4). This requires that Vs54 = V. Using the
formula for g,,, which is K'S(Vgs — Vp), we can write that if Vggy = Vige, then

Se = 5, 5ms (6.3-18)
8ma
Knowing g,,s and Sg will define the dc current I using the following equation:
2 2
16 8mo _ 8m6 (63-19)

T QK (WIL)s 2K, Sg

One must now check to make sure that the maximum output voltage specification is satisfied.
If this is not true, then the current or W/L ratio can be increased to achieve a smaller Vg(sat).
If these changes are made to satisfy the maximum output voltage specification, then the prop-
er current mirroring of M3 and M4 is no longer guaranteed.

The second approach to designing the output stage is to use the value of g, and the
required Vpg(sat) of M6 to find the current. Combining the defining equation for g,, and
Vps(sat) results in an equation relating (W/L), Vps(sat), g,,, and process parameters. Using this
relationship, given below, with the Vjg(sat) requirement taken from the output range specifi-
cation one can determine (W/L)g.

gmﬁ
Se = (WL)g = ———— 6.3-20
o = W = 40y peetsat) (6.3-20)

Equation (6.3-19) is used as before to determine a value for /. In either approach to finding
Is, one also should check the power dissipation requirements since Is will most likely deter-
mine the majority of the power dissipation.
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The device size of M7 can be determined from the balance equation given below:

Is

S, = (W/L); = (WIL)s (f) = S5 (1> (6.3-21)
5 5

The first-cut design of all W/L ratios is now complete. Figure 6.3-2 illustrates the above
design procedure showing the various design relationships and where they apply in the two-
stage CMOS op amp.

At this point in the design procedure, the total amplifier gain must be checked against the
specifications.

_ (2)(gm2)(gm6)
T IO + AN+ N)

(6.3-22)

If the gain is too low, a number of things can be adjusted. The best way to do this is to use
Table 6.3-1, which shows the effects of various device sizes and currents on the different
parameters generally specified. Each adjustment may require another pass through this design
procedure in order to ensure that all specifications have been met. Table 6.3-2 summarizes the
above design procedure.

No attempt has been made to account for noise or PSRR thus far in the design procedure.
Now that the preliminary design is complete, these two specifications can be addressed. The
input-referred noise voltage results primarily from the load and input transistors of the first
stage. Each of these contributes both thermal and 1/f noise. The 1/f noise contributed by any
transistor can be reduced by increasing device area (e.g., increase WL). Thermal noise con-
tributed by any transistor can be reduced by increasing its g,,. This is accomplished by an
increase in W/L, an increase in current, or both. Effective input-noise voltage attributed to the
load transistors can be reduced by reducing the g,,3/g,.1 (&n4a/gm>) ratio. One must be careful
that these adjustments to improve noise performance do not adversely affect some other
important performance parameter of the op amp.

gme and
VsGa = Vsge or

Figure 6.3-2 Illustration of the design relationship and the circuit for a two-
stage CMOS op amp.
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Table 6.3-1 Dependence of the Performance of Fig. 6.3-1 on dc Current, W/L Ratios, and the Compensating

Capacitor
Drain M1 and M3 and Inverter Compensation
Current M2 M4 Inverter Load Capacitor

Is I w/L L w L Wy/L, W, L, C.
Increase dc Gain " hH'”? (H*~2 T T (M T
Increase GB (T)” 2 (H*~2 N
Increase RHP Zero (T)” 2 (H»~ N
Increase Slew Rate 0 d
Increase C;, 7

Table 6.3-2 Unbuffered Op Amp Design Procedure

This design procedure assumes that the gain at dc (A,), unity-gain bandwidth (GB), input common-mode range [V;,(min) and V;,(max)],

load capacitance (Cy), slew rate (SR), settling time (77), output voltage swing [V, (max) and V,,(min)], and power dissipation (Pg;)

are given.

1.

Choose the smallest device length that will keep the channel modulation parameter constant and give good matching for current
Mirrors.

. From the desired phase margin, choose the minimum value for C,; that is, for a 60° phase margin we use the following relationship.

This assumes that z = 10 GB.

C.>0.22C,

. Determine the minimum value for the “tail current” (/5) from the largest of the two values.

Is=SR-C,

. Design for S; from the maximum input voltage specification.

21
= =1
Ki[Vpp — Vig(max) — |Vyos|(max) + Viy(min))?

S

. Verify that the pole and zero due to Cyy3 and Cyyy (= 0.67W3L3C,,) will not be dominant by assuming p; to be greater than 10GB. Note

that a zero exists at 2p; and will diminish the influence of p; on the op amp.

8m3

> 10 GB

853

. Design for S; (S,) to achieve the desired GB.

2
8m2

=GB-C,= §;=5,=
8mi1 ¢ 1 2 K1
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Table 6.3-2 [continued)

7. Design for S5 from the minimum input voltage. First calculate Vjgs(sat) and then find Ss.

I
Vpss(sat) = Vi(min) — Vg — + /6—5 — Vpy (max) = 100 mV
1

215
Ss=—————
K5[Vpss(sat)]

8. Find S¢ and I by letting the second pole (p,) be equal to 2.2 times GB.

gme = 2.28m(C1/C,)

Let Vg4 = Visgs, Which gives

Knowing g,,¢ and S¢ allows us to solve for I5 as

67 2KLS,

9. Alternately, I5 can be calculated by solving for Sg using

8m6

Sg= om0
KsVpse(sat)

and then using the previous relationship to find /5. Of course, the proper mirror between M3 and M4 is no longer guaranteed.
10. Design S; to achieve the desired current ratios between /5 and /.

S7 = I/ I5)Ss
11. Check gain and power dissipation specifications.

A = 28m28me6
T+ M) T N

Paiss = Us + I)(Vop + | Vss))

12. If the gain specification is not met, then the currents /5 and I can be decreased or the W/L ratios of M2 and/or M6 increased. The pre-
vious calculations must be rechecked to ensure that they have been satisfied. If the power dissipation is too high, then one can only
reduce the currents /5 and /g. Reduction of currents will probably necessitate an increase of some of the W/L ratios to satisfy input and
output swings.

13. Simulate the circuit to check to see that all specifications are met.
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The power-supply rejection ratio is to a large degree determined by the configuration
used. Some improvement in negative PSRR can be achieved by increasing the output resist-
ance of M5. This is usually accomplished by increasing both W5 and L5 proportionately with-
out seriously affecting any other performance. Transistor M7 should be adjusted accordingly
for proper matching. A more detailed analysis of the PSRR of the two-stage op amp will be
considered in the next section.

The following example illustrates the steps in designing the op amp described.

Design of a Two-Stage Op Amp

Using the material and device parameters given in Tables 3.1-1 and 3.1-2, design an amplifi-
er similar to that shown in Fig. 6.3-1 that meets the following specifications with a phase mar-
gin of 60°. Assume the channel length is to be 1 pwm.

GB = 5 MHz C, = 10pF SR > 10 V/ps
Vou range = =2V ICMR = -1t02V Pgiss = 2 mW

SOLUTION
The first step is to calculate the minimum value of the compensation capacitor C,, which is
C. > (2.2/10)(10 pF) = 2.2 pF
Choose C. as 3 pF. Using the slew-rate specification and C. calculate Is.
Is = (3 X 107'%)(10 X 10% = 30 A
Next calculate (W/L); using ICMR requirements. Using Eq. (6.3-12) we have

30 X 10°° s
(50 X 10°%[2.5 — 2 — 0.85 + 0.55)%

(WIL); =

Therefore,
(WIL); = (W/L), = 15

Now we can check the value of the mirror pole, p;, to make sure that it is in fact greater
than 10GB. Assume the C,, = 2.47 fF/um?. The mirror pole can be found as

— 83 — V2K, S35

T 20, 2(0.667) WiLiCoy

P =281 %X 10° rad/s

or 448 MHz. Thus, p; and z; are not of concern in this design because p; >> 10GB.
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The next step in the design is to calculate g,,; using Eq. (6.3-13).
gm = (5 X 109213 X 107'%) = 94.25 uS

Therefore, (W/L), is

(WIL), = (WIL), = Sm__ _O425° 0 14

! 2Ky, 2-110-15 ‘

Next, calculate Vg5 using Eq. (6.3-15).
Vpss = (—1) — (=2.5) — mx—m—o&i =035V
o ' 110X 107°-3 '
Using Vg5 calculate (W/L)s from Eq. (6.3-16).
2(30 X 107°)
(WIL)s = =449 =~ 45

(110 X 1079(0.35)>
From Eq. (6.2-20), we know that
gme = 10g,, = 942.5 pS

Assuming that g, = 942.5 uS and calculating g,.4 as 150 wS, we use Eq. (6.3-18) to get

Se =S, =15-——— = 94.25 =~ 94
o e 150 ?

Calculate I using Eq. (6.3-19).

(942.5 X 107>
Iy = — = 94.5 pA = 95 pA
(2)(50 X 107%)(94)

Designing S by using Eq. (6.3-20) gives S = 15. Since the W/L ratio of 94 from above is
greater, the maximum output voltage specification will be met.
Finally, calculate (W/L), using Eq. (6.3-21).

95 X 10°°

30 X 10_6) = 1425 = 14

(WIL), = 4.5 (

Let us check the V,,(min) specification although the W/L of M7 is large enough that this is
probably not necessary. The value of V,,(min) is

2-95
110 - 14

Vmin(OUt) = Vpgy(sat) = = 0351V

which is less than required. At this point, the first-cut design is complete.
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The power dissipation can be calculated as
Pgiss = 5V - (30 pA + 95 pA) = 0.625 mW
Now check to see that the gain specification has been met.

B (2)(92.45 X 107%)(942.5 X 107°)
30 X 107%0.04 + 0.05)95 X 107°(0.04 + 0.05)

= 7696 V/V

vV

which meets specifications. If more gain were desired, an easy way to achieve it would be to
increase the W and L values by a factor of 2, which because of the decreased value of A would
increase the gain by a factor of 20. Figure 6.3-3 shows the results of the first-cut design. The
next phase requires simulation.

Vbop=25V
M4l MF(ﬂ
pm 1€ 94 um
— I um —Tom
C.=3pF
\M
N 71 J_ O Vout
Tum F| o5 A | IlOpF
30 uA
l H I~ 14 um
4.5 ym ' T Tum
I ym M7
Vss=-2.5V

Figure 6.3-3 Result of Example 6.3-1.

Nulling Resistor, Miller Compensation

It may likely occur that the undesired RHP zero may not be negligible in the above design pro-
cedure. This would occur if the GB specification was large or if the output stage transconduc-
tance (g,,) was not large. In this case, it becomes necessary to employ the nulling resistor
compensation method. We shall use the results of Section 6.2 to illustrate how to apply this
solution.

Section 6.2 described a technique whereby the RHP zero can be moved to the left half-
plane and placed on the highest nondominant pole. To accomplish this, a resistor is placed in
series with the compensation capacitor. Figure 6.3-4 shows a compensation scheme using
transistor M8 as a resistor. This transistor is controlled by a control voltage V., that adjusts the
resistor so that it maintains the proper value over process variations [6].

With the addition of the resistor in the compensation scheme, the resulting poles and
zeros are [see Egs. (6.2-37) to (6.2-40)]

_ Em2 - _ 8Eml
AC, AC,

p1= (6.3-23)
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Mi1 M3I"_']|——||'_J‘M4 Vs

Va
MI10 I I CMT M8 CIC_‘ Vout

Vin~ g Vin
o—m1  Mm2_|o -" CI
L

lIBIAS

M1|2‘_|I hl:l MO III-_>|M5 IL_'|M7

Vss

Figure 6.3-4 CMOS two-stage op amp using nulling resistor compensation.

= _°m 6.3-24
D2 C, ( )
S (6.3-25)
Pa R.C, .
“ RZCC - Cc/gmé '

where A, = g,,18.6R/Ry;. In order to place the zero on top of the second pole (p,), the fol-
lowing relationship must hold:

R — I(CL + CC) _ (C + CL) 1 6327)
“gm\ C. Ce ) \2KpSel, '

The resistor R, is realized by the transistor M8, which is operating in the active region because
the dc current through it is zero. Therefore, R, can be written as

aVDsg 1
R, =— =— (6.3-28)
dipg |vo=0  KpSs(Vses — [Vipl)
The bias circuit is designed so that voltage V,, is equal to V. As a result,
[Vasiol = |Vzl = [Vass| — V4 (6.3-29)

In the saturation region

[Vasiol — [Vr| = \/& = |Vass| — |Vr| (6.3-30)
Kp(Wio/L1o)
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Substituting into Eq. (6.3-28) yields

R - 1 /K,’:Sm:i | Sio (6.3-31)
O KpSs N 2L S N 2Kplh '

Equating Eq. (6.3-27) to Eq. (6.3-31) gives

w)_(_c ) [
(L8> a (CL + Cc) I (63-32)

This relationship must be met in order for Eq. (6.3-27) to hold. To complete the design of this
compensation circuit, M11 must be designed to meet the criteria set forth in Eq. (6.3-29). To
accomplish this V5, must be equal to V6. Therefore,

()= G(E) 622
Lll 16 LG

The example that follows illustrates the design of this compensation scheme.

RHP Zero Compensation

Use results of Example 6.3-1 and design compensation circuitry so that the RHP zero is
moved from the RHP to the LHP and placed on top of the output pole p,. Use device data
given in Example 6.3-1.

SOLUTION
The task at hand is the design of transistors M8, M9, M10, M 11, and bias current /,,. The first

step in this design is to establish the bias components. In order to set V, equal to Vg, Vg1
must be equal to Vgge. Therefore,
S1 = U11/1)Ss
Choose I}, = I}y = Iy = 15 pA, which gives S;; = (15 pA/95 pA) - 94 = 14.8 = 15.
The aspect ratio of M10 is essentially a free parameter and will be set equal to 1. There

must be sufficient supply voltage to support the sum of Vg1, Vsgro, and Vpgo. The ratio of
I,¢/I5 determines the (W/L) of M9. This ratio is

(WIL)o = (I/Is)(WIL)s = (15/30)(4.5) = 2.25 ~ 2

Now using design Eq. (6.3-32), (W/L); is determined to be

(W/L)_< 3 pF )/1-94-95|,LA_563~6
8 \3pF + 10 pF 5pA 7
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It is worthwhile to check that the RHP zero has been moved on top of p,. To do this, first
calculate the value of R,. V55 must first be determined. It is equal to Vg, which is

21 2-15
Vsaio =\ 1 ;:0 + |Vip| = 1 /m +07=1474V
4

Next, determine R..

1 10°

R.=— = = 4590 k)
KPSS(VSGIO - |VTP‘) 50 ‘ 563(1474 - 07)

Using Eq. (6.3-26), the location of z; is calculated to be

-1
= —94.46 X 10°rad/s

an 3% 10"

4590 X 103 X 1071 - ————
( X ) 9425 X 107°

The output pole, p,, is found from Eq. (6.3-24) and is

9425 %X 10°°

P =T o S X 10° rad/s

Thus, we see that, for all practical purposes, the output pole is canceled by the zero that has
been moved from the RHP to the LHP.
The results of this design are summarized below.

Wg = 6 um
Wo = 2 pm
Wio =1 pum
Wi = 15 pm

Because we are trying to cancel a pole with a zero, let us examine the dependence of the
nulling resistor technique on temperature and the process variations. The key relationship is
given in Eq. (6.3-26), where R, is canceling 1/g,,. If we think of the technique as g, can-
celing 1/R,, the answer is clear. One of the forms for the small-signal transconductance is

8me = Kp(We/Le)(Vsge — |Vrp|) (6.3-34)

From Eq. (6.3-28), we see that 1/R_ has exactly the same form. As long as we keep M6, M8,
and M10 the same type of transistor, the temperature and process tracking should be good.
One could replace the resistor by an MOS diode and also achieve good temperature and
process tracking (see Problem 6.3-13).
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Simulation of the Electrical Design

After the design has been developed using the above procedures, the next step is to simulate
the circuit using more accurate models of the transistor. In most cases, the BSIM2 [7] or
BSIM3 [8] model is sufficient. The designer should be sure the computer simulation makes
sense with the hand design. The computer simulation will take into account many of the
details that have been neglected such as the bulk effect. While the designer can make minor
modifications in the design, one should resist the temptation to use the computer to make
major design changes, such as an architecture change. The function of simulation is to verify
and to explore the influence of things like matching, process variations, temperature changes,
and power-supply changes. If one does not have information on how the process parameters
vary, a good substitute is to examine the circuit at high and low temperatures. These simula-
tions will give some idea of the circuit’s dependence on process parameter changes. Also,
simulators can be used with Monte Carlo methods to investigate the influence of statistical
variations in the values of components.

Although the circuit has not yet been designed physically, it is a good practice to include
some of the parasitics that will be due to the physical layout. This will minimize the differ-
ences between the simulation performance before layout and after layout. At this point, the
designer only knows the W/L values and the dc currents. The area and shape of the source and
drain are not yet determined. Unfortunately, the parasitic capacitances due to the reverse-
biased bulk—source and bulk—drain cannot be modeled until the area and periphery of the
source and drain are known.

A technique that will allow the designer to include the bulk—source and drain—source
capacitance parasitics is outlined below. In Fig. 6.3-5, a simple rectangular MOSFET layout
is shown. The minimum possible source or drain area would be that indicated by the sum of
the lengths L1, L2, and L3 times W. The lengths L1, L2, and L3 are related to the design rules
for a given process and are as follows:

L1 = Minimum allowable distance between the contact in S/D and the poly
L2 = Width of a minimum size contact to diffusion

L3 = Minimum allowable distance from the contact in S/D to the edge of the S/D

These rules are easily found from the technology information. Thus, the minimum area of the
drain and source is (L1 + L2 + L3) X W and the corresponding periphery is 2(L1 + L2 +
L3) + 2W. A conservative approach might be to double this area to account for connection
parasitics between the source (drain) and their respective destinations.

3,02, L1 jme—m— L1,L2,L3 Figure 6.3-5 Method of estimating the source

e e and drain areas and peripheries.

Poly

Diffusion Diffusion

— = —>

e —

——
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Estimation of Bulk-Source and Bulk-Drain Capacitive Parasitics

T'V-Example

Use the above method to estimate the area and periphery of a transistor that has a width of
10 pwm and a length of 1 wm if L1 = L2 = L3 = 2 pm.

SOLUTION

The area of the source and drain is 6 wm times the width of 10 pm, resulting in an area of
60 wm?. The periphery is 2 X 10 wm plus 2 X 6 wm or 32 wm. If this information is entered
into the simulator (see Section 3.6), it will calculate the value of depletion capacitance corre-
sponding to the value of reverse-bias voltage.

Physical Design of Analog Circuits

The next phase in the design process after satisfactory simulation results have been
achieved is the physical design. One of the unmistakable trends in CMOS analog IC design
is that the physical aspects of the design have a strong influence on the electrical perform-
ance. It is not possible to assume that the design is complete without carefully considering
the physical implementation. A good electrical design can be ruined by a poor physical
design or layout.

The goals of physical design go beyond simply minimizing the area required. The pri-
mary goal is to enhance the electrical performance. Because IC design depends on matching,
physical design that enables better matching is extremely important. Good matching depends
on how similar are the two items to be matched. The unit-matching principle is very useful in
achieving good matching. The replication principle starts with a unit value of a device to be
matched (transistor, resistor, capacitor, etc.). Next, the unit value is stepped-and-repeated
using the same orientation. The unit value must be designed so that the influence of its con-
nections is identical for both devices. Figure 6.3-6 shows two layouts for a 5-to-1 current mir-
ror. In Fig. 6.3-6(a), a single transistor shown between the two vertical dashed lines has been
repeated five times but the diffusion area has been combined to save area. In Fig. 6.3-6(b), the
transistor on the left between the vertical dashed lines has been repeated five times to form
the transistor on the right. While the layout in Fig. 6.3-6(a) is minimum area, the layout in
Fig. 6.3-6(b) has better matching because the drain/source areas are identical. In Fig. 6.3-6(a),
the drains and sources of the inner transistors are shared. This causes the depletion capacitance

Input
Output

Input
Output

B Metal |

N Poly

[] Diffusion
[ Contacts

v/ /777

M\ I‘H‘I I

[ A
L

’
I

'Ea'z‘

VL
/LA

Ground Ground

(a) ' ' (b)

Figure 6.3-6 The layout of a 5-to-1 current mirror. (a) Layout that minimizes area at the sacrifice of
matching. (b) Layout that optimizes matching.
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of the bulk—drain and bulk—source junctions to be different from the unit transistor on the left.
Not only are the capacitances different, but also the bulk resistances that account for the resis-
tivity in the drains and sources are different.

If noninteger ratios are required, more than one unit can be used for the smaller. For
example, 2 units compared with 3 give a 1.5 ratio. In this case, one can use a common-
centroid geometry approach to get less dependence on the location at which the transistor is
built. Figure 6.3-7 shows a good method of getting a 1.5 ratio using five individual transis-
tors. The transistors labeled “2” and “1” are interleaved. If all three terminals of each tran-
sistor are to be available, then it is necessary to use a second layer of metal to provide
external connections.

One can also use the geometry to improve the electrical performance of the circuit. A
good example of this is shown in Fig. 6.3-8. In this figure, a transistor has been laid out as a
square “donut.” The objective is to reduce the value of C,, at the sacrifice of the value of Cl.
Since the capacitor C,, is often multiplied by the Miller effect, it is important to be able to
keep it small. The donut transistor structure also has the advantage of being very area effi-
cient. The approximate W is the length of the dotted centerline of the polysilicon modified by
the influence of the corners.

In addition to matching between components, the designer must avoid unnecessary volt-
age drops. Unsilicided polysilicon should never be used for connections because of its high
resistivity compared with metal. Even when the polysilicon is used to connect to gates and
no dc current flows, one still needs to be careful of transient currents that must flow to
charge and discharge parasitic capacitances. Even the low resistivity (50 m€)/[]) of metal
can cause problems when the current flow is large. Consider an aluminum conductor 1000
pm long and 2 pm wide. This conductor has 500 [] between ends and thus has a resistance
of 500 ] times 0.05 /] or 25 . If 1 mA is flowing through this conductor, a voltage drop
of 25 mV is experienced. A 25 mV drop between ends is sufficient to cause serious prob-
lems in a sensitive circuit. For example, suppose an analog signal is being converted to an 8
bit digital signal and the reference voltage is 1 V (see Chapter 9). This means the least-
significant bit (LSB) has a value of 1 V/256 or 4 mV. Therefore, the 25 mV voltage drop on

Figure 6.3-7 The layout of two
transistors with a 1.5-to-1 match-
ing using centroid geometry to
improve matching.

Drain 2
Gate 2
Source 2

Drain 1
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Source 1

| [ O X

Metal 2 Metal 1 Poly Diffusion Contacts
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Figure 6.3-8 Reduction of C,, by a

Source B Metal 1 donut-shaped transistor.

Poly
[[] Diffusion
X Contacts

Drain

Source

the conductor could have a deteriorating influence on the analog—digital converter. The
ohmic drops in power-supply buses can be avoided by converting the bias voltage to current
and routing the current across the chip. The bias voltage is recreated at the physical location
where it is to be applied, avoiding the voltage drops in the buses. Figure 6.3-9 shows an
implementation of this concept. The bandgap voltage, Vs, is generated and distributed via
M13-M14 to the slave bias circuits consisting of all transistors with an “A.” The slave bias
circuit generates the necessary bias voltages at a portion of the chip remote from the refer-
ence voltage.

In addition to the voltage drop caused by conductors, there is also a thermal noise
generated by resistances. This is particularly important where polysilicon is used to con-
nect the MOSFET gates to the signal source. Even though no dc current flows, a signifi-
cant resistance results and will cause the noise to be increased. Most modern processes
allow the siliciding of polysilicon to reduce its resistivity to much lower levels than normal
polysilicon.

The influence of the physical layout on the electrical performance is becoming greater as
more and more circuits are placed on a single integrated-circuit chip. The presence of noise
in the substrate and on the connections at the surface can no longer be neglected [9,10]. This
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Figure 6.3-9 Generation of a reference voltage that is distributed on the chip as a current
to slave bias circuits.
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is a problem that must be approached from both the electrical and physical design viewpoints.
Electrically, the designer can use differential circuits and design circuits with large values of
power-supply rejection and common-mode rejection. From the physical viewpoint, the
designer must try to keep the power supplies and grounds as free from noise as possible. This
can be achieved by separating digital and analog power supplies and by routing all power sup-
plies to a circuit back to a common point. One should never power digital and analog circuits
from the same power-supply buses.

Physical separation of noisy circuits from sensitive circuits does not offer any significant
improvement in processes that have a lightly doped epitaxial layer on top of a heavily doped
substrate. What appears to be the best approach is to use multiple (parallel) bond wires off the
chip to reduce the lead inductance from off-chip power supplies to on-chip grounds such as
the substrate or well. When guard rings are used, they are most effective if they have their own
off-chip bond wire and do not share the off-chip bond wires of another area with the same
dc potential. As frequencies increase and more circuitry is put on a single chip, the interfer-
ence problem will get worse. This factor certainly seems to be the biggest impediment to a
single-chip solution of many mixed-signal applications.

Once the op amp (or other circuitry) is physically designed, it is then necessary to do two
important steps. The first is to make sure that the physical design represents the electrical
design. This is done by using a CAD tool called the layout versus schematic (LVS) checker.
This tool checks to make sure the electrical schematic and the physical layout are in agree-
ment. This step avoids making misconnections or leaving something out of the physical
design. The second important step is to extract the parasitics of the circuit now that the phys-
ical implementation is known. Once the parasitics (typically capacitive and resistive) have
been extracted, the simulation is performed again. If the simulation performance meets the
specifications, then the circuit is ready for fabrication. This concludes the first two steps of an
analog design, namely, the electrical and physical design. A third important step will be dis-
cussed later in this chapter and that is testing and debugging. A successful product must suc-
cessfully pass all three steps.

Several aspects of the performance of the two-stage op amp will be considered in later
sections. These performance considerations include PSRR (Section 6.4) and noise (Section
7.5). This section has introduced a procedure for the electrical design of a two-stage,
unbuffered CMOS op amp. In addition, some important considerations of the physical design
of analog integrated circuits have been presented. More information on the influence of the
layout on analog design can be found in a book on the subject [11].

Power-Supply Rejection Ratio of Two-Stage Op Amps

H& 6.4

The two-stage, unbuffered op amp of the last section has been used in many commercial prod-
ucts, particularly in the telecommunications area. After the initial successes, it was noted that
this op amp suffers from a poor power-supply rejection ratio (PSRR). The ripple on the power
supplies contributed too much noise at the output of the op amp. In order to illustrate this
problem consider the op amp of Fig. 6.2-8. The definition of PSRR given in Eq. (6.1-8) is stat-
ed as the ratio of the differential gain A, to the gain from the power-supply ripple to the out-
put with the differential input set to zero (A,,;). Thus, PSRR can be written as

A (V=0
psRR = 2V = 0 (6.4-1)
Ay(Vin = 0)
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While one can calculate A, and A,; and combine the results, it is easier to use the unity-gain
configuration of Fig. 6.4-1(a). Using the model of the op amp shown in Fig. 6.4-1(b) to rep-
resent the two gains of Eq. (6.4-1), we can show that

Aga Aua 1
Vo = a, V=4, Y pspr (642

where V,,, is the power-supply ripple of V,,, and PSRR™ is the PSRR for V. Therefore, if
we connect the op amp in the unity-gain mode and input an ac signal of V, in series with the
Vpp power supply, V,/V,, will be equal to the inverse of PSRR*. This approach will be taken
to calculate the PSRR of the two-stage op amp.

Positive PSRR

The two-stage op amp of Fig. 6.2-8 is shown in Fig. 6.4-2(a) connected in the unity-gain
mode with an ac ripple of V,, on the positive power supply. The two possible connections for
the negative terminal of Vgjas Will become important later in the calculation for the negative
power-supply rejection ratio. As before, C; and Cj; are the parasitic capacitances to ground at
the output of the first and second stages, respectively. The unsimplified, small-signal model
corresponding to the PSRR™ calculation is shown in Fig. 6.4-2(b). This model has been sim-
plified as shown in Fig. 6.4-2(c), where V5 is assumed to be zero and the current I3 flowing
through 1/g,,; is replaced by

I
I = g1 Vou t &ast (Vdd - g) = g1 Vou T 8as1Vaa (6.4-3)

m3
Equation (6.4-3) assumes that g,,3r;; > 1. The dotted line represents the portion of
Fig. 6.4-2(b) in parallel with V,,; and thus is not important to the model.

The nodal equations for the voltages V; and V,, of Fig. 6.4-2(c) can be written as
follows. For the node at V; we have

(gdsl + gds4)vdd = (gd:Z + 8dsa + SCC + SCI)VI - (gml + SCC)VOu[ (64_4’)

and for the output node we have

(gm6 + gdv6)vdd (gm(w SCC)VI + (gds6 + 8ds7 + SCC + SCII)Voul (64_5)

+0
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Vs ; VDD Ay(V1-V2)
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U = =
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Figure 6.4-1 (a) Method for calculating PSRR. (b) Model (a).
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Using the generic notation for the two-stage op amp allows Eqgs. (6.4-4) and (6.4-5) to be
rewritten as

GV = (G + sC. + sCpVy — (g1 + SCH)Vou (6.4-6)
and
i + 8ase)Vaa = (Gmur — sCHV1 + (G + sC. + sCp) Vo (6.4-7)
where
Gr = 8ast T 8asa = 8as2 T 8usa (6.4-8)
Gu = 8ass T 8as7 (6.4-9)

Emi = 8ml = 8m2 (64-10)



306 CMOS OPERATIONAL AMPLIFIERS

and
Emil = 8mé6 (64-11)

Solving for the transfer function, V,,/V,, and inverting the transfer function gives the fol-
lowing result:

52[C1>C1 + C,Cy + CyCl + s[G(C. + Cp) + G(C, + Cp

Vaa _ + Cgmr — &)l + GiGy + &mimnr
Vout S[Cgmu + G1 + gase) T Ci(&mur T 8use)] + Giguso

(6.4-12)

Using the technique described in Section 6.3, we may solve for the approximate roots of
Eq. (6.4-12) as

PSRR* = 44 ~ <

out

8mi &muCe
5€miiCe

( Emil n 1)
Gi8ass

where we have assumed that g,,;; is greater than g,,; and that all transconductances are larger
than the channel conductances. For all practical purposes, Eq. (6.4-13) reduces to

S CC SC[I
+ 1 — +1
M _ (gmlgm11> 8mi Emir
Vout Glgdsﬁ sngICc

Gi8ass

Emi8mil
Gi8ass

(6.4-13)

> (Scc 4 1) (S(CCC[ + CiCy + CCu) 4 1)

PSRR" = (6.4-14)

+1

(e )Y
— 4+ 1)|—+1
_ <G11Av(0)> GB |P2‘

G,A, (0
(S 1A, (0) n ])
8as6GB

8ds6

Figure 6.4-3 illustrates the results of this analysis. Itis seen that at a frequency of GB/A,(0)
the PSRR * begins to roll off with a —20 dB/decade slope. Consequently, the PSRR* becomes
degraded at high frequencies, which is a disadvantage of the two-stage, unbuffered op amp.

GrA,(0)4 Figure 6.4-3 Magnitude of the PSRR™
2ds6 | for a two-stage op amp.

IPSRR*(jw)! (dB)

8ds6GB GB Ip2!
GriA\(0)
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The above calculation probably represents the most difficult encountered yet in this text.
Unfortunately, while the results are clear, what causes the poor PSRR™ is not. Because M6 is
biased by the M7 current source, the gate—source voltage of M6 must remain constant. This
requirement forces the gate of M6 to track the changes in Vpp, which are in turn transmitted
by C. to the output of the amplifier. This path from the power-supply ripple, V;, to the out-
put is shown by the shaded arrow on Fig. 6.4-2(a). As the frequency increases, the impedance
of the compensation capacitor, C., becomes low and the gate and drain of M6 begin to track
one another and the gain from V,,, to V,,, becomes approximately unity. Thus, the PSRR" has
the approximate frequency response of A,(s) until the zeros at —GB and —p, influence the
frequency response. For the value of Example 6.3-1, the dc value of PSRR™ is 68.8 dB and
the roots are z; = —5 MHz, z, = —15 MHz, and p; = —906.6 Hz. Figures 6.6-18(a) and
6.6-18(b) are the simulated response of the PSRR™ of Example 6.3-1 and compare very closely
with these results.

Negative PSRR

Figure 6.4-4(a) shows the two-stage op amp in the configuration for calculating the negative
PSRR (PSRR ). The analysis of the PSRR  depends on where the voltage Vgag iS connect-
ed. Normally, V45 would be a voltage generated by a current derived from V), flowing into
an MOS diode. If this is the case, then the gate—source voltage of M5 and M7 would remain
constant if the current is independent of V,. For this reason it is a good practice to use the
current sources of Section 4.5 that are independent of power supply (or Fig. 6.3-9) to provide
bias currents that are not influenced by power-supply changes. If for some reason Vpjag was
connected to ground, then as the power-supply changes, V,; would cause a change in the
gate—source voltage of M5 and M7 and this change would result in a change of currents in

I:l r_J r_J J: Figure 6.4-4 (a) Circuit for cal-
I M = Vpp culating the PSRR ™ of the two-
M3 | MI " Ce 6 Vout l— stage op amp. (b) Model of
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the drains. While the common-mode rejection of the first stage would diminish the ac current
in the drain of M5, the ac current in M7 would be multiplied by R;; and appear at the output
as a change due to V. The small-signal model for this case is shown in Fig. 6.4-4(b). The
nodal equations corresponding to Fig. 6.4-4(b) are

0= (G;+ sC. + sC)Vy — (g + sCV, (6.4-15)
and
8m1Vss = (&t — SCHV, + (G + sC,. + sCp)V, (6.4-16)
Solving for V,/V,, and inverting gives

SZ[CCCI + CCy + CyC.] + s[G(C. + Cp) + Gy(C. + Cp

Vi + CAgm — &n)] T GiGy + 2,8m
s _ (&mir — &mD)] 1011 T mi8mil (6.4-17)
Vout [S(CC + CI) + Gl]gm7

Again, using the technique described in Section 6.3, we may solve for the approximate roots
of Eq. (6.4-17) as

y <SCc n 1> (s(CCCI + CI(/;;I + C.Cn) n 1)
PSRR™ = 5 (gmlgmll> Emi Emirtc (64-18)
Vout Glgm7 <S(Cc + Cl) )
— 41
G,
Equation (6.4-18) can be rewritten as approximately
v <LCC ' 1) (SCH ' l) Gy, (0) (é " 1)(%\ i 1)
PSRR™ = Vs E(gmlgml[) 8Emi 8Emil =( 11y ) P2 (64-19)
Vout Glgm7 8m7

C m.
(S c 4 1) (i& + 1>
G, GB G,

Comparing this result with the PSRR™ shows that the zeros are identical but the dc gain
is smaller by nearly the amount of the second-stage gain and the pole is lower by the amount
of the first-stage gain. Assuming the values of Example 6.3-1 gives a gain of 23.7 dB and a
pole at —147 kHz. The dc value of PSRR ™ is very poor for this case; however, this case can
be avoided by correctly implementing Vg;,,, which we consider next.

If the value of Vj;,, is independent of V,, then the model of Fig. 6.4-4(c) results. The
nodal equations for this model are

0=(G; + sC, + sCpV, — (g T sCHVou (6.4-20)
and

(8as7 T Sng7)Vss = (gur — SCHVy + (G + sC. + sCyy + Sng7)Vom (6.4-21)
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Again, solving for V,/V,, and inverting gives

Sz[CcCI + CCpy + CyC + CiCyuy + CCyyq] + s[G(C + Cpp + Cyyr)

Vss _ + GII(CC + CI) + Cc(gmll - gml)] + GIGII + Emi8mil (6 4_22)
Vout (sCoar + 8as?)((Cr + Co) + G) '
Solving for the approximate roots of both the numerator and denominator gives
V <5Cc i 1) (S(CCCI + CICC'{I + C.Cn) i 1)
PSRR™ = 5 (gmlgm11> 8mi EmiLc (64-23)
Vour G18as1 <Sng7 + 1>(S(C1 + C) n 1>
8ds7 G[
Equation (6.4-23) can be rewritten as
s s
Ve (GuA0) (GB+1><||+1)
PSRR™ = % ~ ( 1y ) P2 (6.4-24)
Vout 8ds7

(521 (3 41)
8ds7 G,

This time the dc gain has been increased by the ratio of Gy, to g,,; and instead of one pole
there are two. However, the pole at —g,7/C,7 is very large and can be ignored. The general
frequency response of the negative PSRR is shown in Fig. 6.4-5. Again, assuming the values
of Example 6.3-1, we find the dc gain as 76.7 dB. To find the poles we must assume a value
of Cypq7. Let us assume a value of 10 {F for C,,;. This gives the pole locations as —71.2 kHz
and —149 kHz. The higher poles allow the PSRR to be much larger as the frequency increas-
es compared to the positive PSRR. The result is that PSRR™ for the n-channel input, two-stage
op amp is always greater than PSRR . Of course, this is reversed if a p-channel input op amp
is used. Alternate methods of calculating the PSRR can be found in the literature [5,12].

The power-supply rejection ratio of the two-stage op amp has been shown to be poor
because of the path from the power-supply ripple through the compensating capacitor to the out-
put. We shall next examine the use of cascoding to improve the performance of the two-stage
op amp. Cascoding will also allow a much better power-supply rejection ratio to be achieved.

GB Ip2!

GriA,(0) A B Figure 6.4-5 Magnitude of the PSRR™
8ds7 e for a two-stage op amp.
I
%3 1
—_ I
3 |
|m :
& |
Qs I
- ! [
I 1 I
I 1 I
: I I
0 1 1 >
Gr
Ce



310 CMOS OPERATIONAL AMPLIFIERS

Cascode Op Amps

i& 6.5

Previously, we introduced the design of a two-stage CMOS op amp. This op amp is probably
one of the most widely used CMOS amplifiers to date. Its performance is well understood and
experimental results compare closely to the design results. However, there are a number of
unbuffered applications in which the performance of the two-stage op amp is not sufficient.
Performance limitations of the two-stage op amp include insufficient gain, limited stable
bandwidth caused by the inability to control the higher-order poles of the op amp, and a poor
power-supply rejection ratio.

In this section we introduce several versions of the cascode CMOS op amp that offer
improved performance in the above three areas. Three cascode op amp topologies will be dis-
cussed. The primary difference between these three topologies is where the cascode stage is
applied in the block diagram of a general op amp shown in Fig. 6.1-1. First we will apply cas-
coding to the first stage followed by applying it to the second stage. Finally, we will examine
a very useful version of the cascode op amp called the folded-cascode op amp. Throughout
our presentation, we will illustrate how the gain of the cascode op amp can be enhanced using
feedback.

Use of Cascoding in the First Stage

The motivation for using the cascode configuration to increase the gain can be seen by exam-
ining how the gain of the two-stage op amp could be increased. There are three ways in which
the gain could be increased: (1) add additional gain stages, (2) increase the transconductance
of the first or second stage, and (3) increase the output resistance seen by the first or second
stage. Due to possible instability, the first approach is not attractive. Of the latter two
approaches, the third is the more attractive because the output resistance increases in propor-
tion to a decrease in bias current whereas the transconductance increases as the square root of
the increase in bias current. Thus, it is generally more power efficient to increase r,,, rather
than g,,. Also, r,, can be dramatically increased by using special circuit techniques such as
the cascode structure introduced in Sections 4.3 and 5.3 and the regulated cascode structure
of Section 4.4.

Let us start by considering cascoding only the first stage of the two-stage op amp.
Figure 6.5-1(a) shows the replacement of the transistors M1-M4 of Fig. 5.2-6 with the
cascode configuration. Note that the bias for the cascode transistors, MC1 and MC2, is
referenced to the common source node. If this were not the case, then the input common
mode range would be severely limited. Using intuitive analysis to find the gain of this
circuit, we see that v;, causes a current in M1 flowing downward of 0.5g,,,v;, and a cur-
rent in M2 flowing upward of 0.5g,,,v;,. These two currents flow toward the output of the
amplifier creating the output voltage of g,,1R,.,v;, (Where g,,; = g,.»). Thus, we can write
the gain as

Vour

Av=7 = &miRour = &m1@mearascaras)|| (@mearascarass) (6.5-1)

If g,.v = &mp and ryoy = 2r,p, then an estimate for the open-loop voltage gain, A,, is

A, = 0.2gmn1%N (6.5-2)
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which is approximately equal to that of a two-stage op amp. The dominant pole of Fig. 6.5-1(a)
is given by the output resistance and the capacitance. If C; is the capacitance connected to the
output, the magnitude of the dominant pole is

1
~— 6.5-3
Ipl‘ ROMICL ( )
If all higher-order poles are greater than the gain bandwidth, GB, then the gain bandwidth can
be written as

GB = Ap,| = % (6.5-4)
L

It is seen that Fig. 6.5-1(a) is self-compensated and should have good stability characteristics
as long as the output is connected to a capacitor. With very little capacitance at the output, the
nondominant poles may cause the phase margin of 90° to decrease. Also, because the amplifi-
er is self-compensated, there is no Miller capacitor to deteriorate the PSRR. Consequently, Fig.
6.5-1 should have much better PSRR than the two-stage op amp using Miller compensation.
The floating battery, V., is used to bias MC1 and MC2 and to set the dc values of the
drain—source voltages of M1 and M2. Typically, these voltage are close to V(sat). In fact, if
one wants to linearize the differential output current as a function of the differential input volt-
age, the transistors M1 and M2 can be operated in the linear or active region where the
transconductance characteristics of the MOSFET are linear. The floating battery is imple-
mented by the shaded area in Fig. 6.5-1(b) consisting of transistors MB1 through MB5. The
common mode voltage is taken from the drains of MB1 and MB2 and applied to the input of
a p-channel current mirror, MB3. MB4 provides the bias current for the MOS diode MBS,
which implements the floating battery. The dc currents through MB1 and MB2 are determined
by the W/L ratios between M1 and M2 and MB1 and MB2. I}, + I3, Will flow through MB5
creating Vp;,,. The sinking current of M5 should be increased to accommodate Iy,5; and Iyp,.

Vbp
Implementation of the [pf3 M4
floating voltage VBigs,
which must equal
2Von+ V.
ON T
VpBias2 VeBias2 pca
MCl1 —[ MC2
M2
o o
Vin Vin _
+ 2

Vss

(a)

Figure 6.5-1 (a) Cascoding of the first stage of the two-stage op amp.
(b) Implementation of the floating voltage, Vp;,,.
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Example

Single-Stage Cascode Op Amp Performance

Assume that all W/L ratios are 10 pm/1 pwm, and that I5; = Ips, = 50 pA of Fig. 6.5-1(a).
Find the voltage gain of this op amp and the value of C; if GB = 10 MHz. Use the model
parameters of Table 3.1-2.

SOLUTION

The device transconductances are g,; = g2 = & = 331.7 WS, gnex = 331.7 nS, and
&meca = 223.6 pS. The output resistance of the NMOS and PMOS devices is 0.5 M{} and 0.4
M), respectively, giving an output resistance, R,,,, of 25 M(). Therefore, the voltage gain is
8290 V/V. For a unity-gain bandwidth of 10 MHz, the value of Cjis 5.28 pF.

If higher gain or lower output resistance is required, then Fig. 6.5-1 needs to be cascaded
with a second stage. However, we note that the output dc voltage of Fig. 6.5-1 is farther away
from Vpp, than that of the two-stage op amp. Driving a common-source PMOS output transis-
tor from this stage would result in a large V,g(sat), which would degrade the output-swing per-
formance. To optimize the output swing of the second stage, it is better to perform a voltage
translation before driving the gate of the output PMOS transistor. This is accomplished very
easily using Fig. 6.5-2. MT1 and MT?2 serve the function of level translation between the first
and second stage. MT2 is a current source that biases the source follower, MT1. The current-
voltage plot in Fig. 6.5-2 shows that without the level translation, the W/L of M6 would have
to be reduced, lowering the output transconductance and increasing the saturation voltage. The
small-signal gain from the output of the differential stage to the output of the voltage transla-
tor is close to unity with a small amount of phase shift. Compensation of Fig. 6.5-2 can be
performed using Miller compensation techniques on the second stage as was illustrated in
Section 6.2. One must be careful that the level shifter (MT1 and MT2) does not cause prob-
lems by introducing a pole at the gate of M6. Generally, the value of this pole is high enough
not to cause problems. The typical voltage gain of this op amp could easily be 100,000 V/V.

An alternate approach to increasing the voltage gain of Fig. 6.5-1 is to use gain
enhancement. Figure 6.5-3(a) shows the gain enhancement in Fig. 6.5-1 through the use of
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Figure 6.5-2 Two-stage op amp with a cascoded first stage.
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Figure 6.5-3 (a) Application of gain-enhancement amplifiers to increase the
gain of Fig. 6.5-1. (b) Implementation of the gain-enhancement amplifiers in
Fig. 6.5-3(a).

inverting amplifiers having a gain of —A. In Fig. 6.5-3(b) the gain amplifiers are simple
inverters. Note that it is no longer necessary to implement the Vp,,, voltage in Fig. 6.5-1.
Through negative feedback, the current flowing in M13, M14, and M16 is forced through
M11, M12, and M135, respectively. This sets the drain—source voltage of M1 and M2 and
the source—drain voltage of MS8. These voltages are not optimized for maximum output
swing although it is possible to do so using a different version of the inverting amplifiers,
illustrated later.

The gain of Fig. 6.5-3(a) can be written by inspection or intuitive analysis methods. The
input voltage v;, causes a current in M1 flowing downward of 0.5g,,,v;, and a current flowing
upward in M2 of 0.5g,,,v;,. In contrast to Fig. 6.5-1, the output resistance is boosted by the
magnitude of the gain-enhancement amplifiers. An approximation for the output resistance of
Fig. 6.5-3 is

R = (Ar 4568 meT ass)|| (AT 428 mal asa) (6.5-5)

If A= 0.5g,rs &unv = &mp, and ryyy = 2r,p, then the output resistance becomes approxi-
mately

Rou = 0.58,74(0.28,ra5) = 0.1g5r3y (6.5-6)
Therefore, an estimate of the open-loop voltage gain of Fig. 6.5-3 is

v()l,lt

Vin

A, = = guiRpw = 0.1g275 (6.5-7)
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If g,.r4s = 100, then the voltage gain is 100,000 V/V. The magnitude of the dominant pole is
given by Eq. (6.5-3), but for Fig. 6.5-3 the output resistance is larger, causing the dominant
pole to be smaller. Figure 6.5-4 illustrates the relationship between the frequency response of
Fig. 6.5-1 and Fig. 6.5-3. As with Fig. 6.5-1, the op amp of Fig. 6.5-3 should have good PSRR
characteristics.

Use of Cascoding in the Second Stage

Figure 6.5-5 shows the two-stage op amp with a cascaded second stage. The gain of the
second stage will be increased, which enhances the Miller compensation. The approximate
differential voltage gain will be x(gmrds)‘g, where x is a constant between 0 and 1 and
depends on the relative values of the p- and n-channel transconductances and conduc-
tances. Typically, x is close to 0.5. The increased gain is due to the increased output resist-
ance of the second stage. The output pole, RHP zero, and GB of this op amp are the same
as the two-stage op amp if C. is the same. Lastly, the PSRR will be poor because of the
Miller compensation. The relationship of the frequency response of Fig. 6.5-5 to a two-
stage op amp is given by Fig. 6.5-4 where A would be the increased gain due to the cas-
coded second stage.

A balanced, two-stage op amp using a cascoded second stage is shown in Fig. 6.5-6. In
this op amp, the first stage has been replaced with an MOS diode-loaded differential ampli-
fier. The identical loads in the first stage create a balanced op amp (the resistance seen look-
ing into the sources of M1 and M2 are identical). The currents in M3 and M4 are mirrored
into M8 and M6, respectively, and then combined at the output to create the voltage gain. The
small-signal differential voltage gain can written by inspection. The input differential voltage,
Vi, causes a current of 0.5g,,,v;, flowing downward in M1 and a current 0.5g,,nv;, flowing
upward in M2. Assuming a current mirror gain of k (k = g,,8/8,3 = &me/&ma), the output volt-
age is found by summing the two currents flowing into the output resistance, R,,,. Therefore,
the voltage gain by inspection is

vOLl
Ay == gunkRoy (6.5-8)
dB
4, (dB) + 4 @B)} T
4, (dB)
GB
0dB : <, log1o (@)
lp1l |p1]
A

Figure 6.5-4 Comparison of the frequency response of Figs. 6.5-1
and 6.5-3.
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Vbp Figure 6.5-5 Two-stage op amp with
a cascode second stage.
I I I M6
M3 M4
Ver2 " Mce
B Ceyl
AN 11 J_ 0 Vout
-o—[, M1 M2 Venz - _MC7T==CL
T
+o =
+ I'_I | M7
VBias ’_’l M5
Vss
where
Ruut = (gmNrdsNz)“ (ngrdst) (65'9)

The actual value of the voltage gain depends on the value of k and the relative values of the
p and n channel transconductances and conductances.

This op amp is self-compensated as the poles in the first stage are now much larger
because of the lower-resistance loads of the first stage. The noise performance of this op amp
may not be good unless some gain is realized in the first stage. This implies that g,,» > g,.p in
the first stage. The GB of this op amp is larger than the normal op amp by the factor of the
current mirror gain, k.

Balanced Two-Stage Op Amp Performance

Assume that all the n-channel transistors of Fig. 6.5-6 have the small-signal parameters of
gy and 74y where g,,v7qv = 100 V/V. Furthermore, assume that g,,, = 0.5g,,y and rp =
0.57 4. Find the small-signal differential voltage gain of the op amp and the first-stage gain
if k = 10.

SOLUTION
From Eq. (6.5-9) we see that

Ruut = (gmNrdsNz)H (0'125gmNrdsNz) = 01 lgmN’:isN2

From Eq. (6.5-8) we see that the small-signal differential voltage gain is 1.1 g,,n%n° OF
11,000 V/V.

If Kk = 10, then the transconductance and conductances of M3 and M4 are 0.1g,,, =
0.05g,,n- The voltage gain of the first stage is

Ay = —0.5(g,1/0.05g,3) = —10 VIV

This amount of first-stage voltage gain should be sufficient to maintain reasonable noise per-
formance for Fig. 6.5-6.
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Vbp Figure 6.5-6 Op amp using
cascode output stage.
M4_|| I M6
I |
M3_ || ,r__M8 Veg2«—{[ M7
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Vin N —{ MI2==Cr
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The parasitic capacitance of op amps with a cascaded stage can be improved if a double
polysilicon process is available [13]. Because the source and drain of a cascode pair are not
connected externally, it is possible to treat the cascode pair as a dual-gate MOSFET. This is
illustrated by considering the cascode pair shown in Fig. 6.5-7(a). The parasitic capacitance
associated with the common drain/source connection can be virtually eliminated, as shown in
Fig. 6.5-7(b), if a double polysilicon process is available. Obviously, one wants to minimize
the overlap of the polysilicon layers in order to reduce the shunt input capacitance to the cas-
code pair. If the technology only has single polysilicon, then the layout should try to mini-
mize the active area between the polysilicon of the cascoding transistor and the polysilicon of
the cascoded transistor as shown in Fig. 6.5-7(c).

Folded-Cascode Op Amp

Figure 6.1-9 showed the architecture of an op amp called the folded-cascode op amp. This op
amp uses cascoding in the output stage combined with an unusual implementation of the dif-
ferential amplifier to achieve good input common-mode range. Thus, the folded-cascode op
amp offers self-compensation, good input common-mode range, and the gain of a two-stage
op amp. Let us examine this op amp in more detail and develop a design procedure that can
be used as a starting point in its design.

To understand how the folded-cascode op amp optimizes the input common-mode range,
consider Fig. 6.5-8. This figure shows the input common-mode range for an n-channel dif-
ferential amplifier with a current mirror load and current source loads. From this figure and
our previous considerations in Section 5.2, we know that Fig. 6.5-8(b) has a higher positive

Minimum poly

A A B C D separation

A B C D
Bo— Thin =
oxide [ PolyT ] v [ PolyI
¢ L. p-substrate/well p-substrate/well

@ ®) ©

Figure 6.5-7 (a) Cascode amplifier with parasitic capacitance. Method of reducing source/drain-
to-bulk capacitance for (b) a double poly technology and (c) a single poly technology.
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Vbp —Vsp3 + VIn
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Vss = Vss =
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Figure 6.5-8 Input common-mode range for an n-channel input differential
amplifier with (a) a current mirror load and (b) current source loads.

input common-mode voltage. In fact, if Vp; is less than Vi, then the positive input common-
mode voltage of Fig. 6.5-8(b) can exceed Vjp. Figure 5.2-14 is one possible practical imple-
mentation of Fig. 6.5-8(b).

The problem with the differential amplifier of Fig. 6.5-8(b) is that it is difficult to get the
single-ended output voltage without losing half the gain. One could follow Fig. 6.5-8(b) with
another differential amplifier such as Fig. 6.5-8(a), which would achieve the desired result;
however, compensation becomes more complex. A better approach is found in the folded
topology op amps where the signal current is steered in the opposite direction of dc polarity.
Problem 5.2-18 is an example of this architecture using a simple current mirror. However, the
gain of this configuration is just that of a single stage. A better approach is to use a cascode
mirror that achieves the gain of a two-stage op amp and allows for self-compensation. The
basic form of an n-channel input, folded-cascode op amp is shown in Fig. 6.5-9 [12].

Note that the folded cascode does not require perfect balance of currents in the differen-
tial amp because excess dc current can flow into or out of the current mirror. Because the

Cascode
Current
Mirror

(a)

Figure 6.5-9 (a) Simplified version of an n-channel input, folded-cascode op amp. (b) Practical
version (a).
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drains of M1 and M2 are connected to the drains of M4 and M5, the extended positive input
common-mode voltage of Fig. 6.5-8(b) is achieved. The bias currents I3, 14, and I5 of the folded-
cascode op amp should be designed so that the dc current in the cascode mirror never goes to
zero. If the current should go to zero, this requires a delay in turning the mirror back on
because of the parasitic capacitances that must be charged. For example, suppose v;, is large
enough so that M2 is on and M1 is off. Then, all of I3 flows through M1 and none through
M2, resulting in I; = I; and I, = 0. If I, and I5 are not greater than /5, then the current /g will
be zero. To avoid this, the values of I, and /5 are normally between the value of 15 and 2/5.

First, we will find the small-signal voltage gain by inspection and then repeat the small-
signal circuit analysis. Figure 6.5-10 shows how a small voltage of AV applied at the differ-
ential input will create the small-signal currents in the folded-cascode amplifier of Fig.
6.5-9(b). Note that it has been assumed that the current flowing upward in M2 sees the same
resistance in the drain of M5 as in the source of M7. This is because a cascode circuit (M9
and M11) is connected from the drain of M7 to ground. In Section 5.3, we learned that the
resistance looking into the sources of the cascode transistors, M6 and M7, is

RAM6) = 1/g,.6 (6.5-10)
and
Rs(M7) = ry (6.5-11)

We see that the current flowing into the output resistance, R,,;, is 0.5(g,,; + 0.5 g,.2) Vi,. The
approximate value of the output resistance is given as

Ry = (gm‘)rdsQrdsll)H [gm7rds7(rds2”rds5)] = X(gmnTasn?) (6.5-12)

where x is a constant between 0 and 1 depending on the relative values of the n- and p-tran-
sistor transconductances and conductances. x = 0.0769 if g,,p = 0.5g,,~ and rp = 0.57 .
Note the term ry,llr,s in the expression for the output resistance. This term comes about
because M7 cascodes the parallel combination of M2 and MS. Finally, the small-signal dif-
ferential voltage gain is written as

Vour

3 3
Ay = = 05(8y + 0.58mRou = 3 8nvRow = X @uiray)”  (6.5-13)

Figure 6.5-10 Intuitive analysis of the folded-

Vbp
Vpp1 cascode op amp of Fig. 6.5-9(b).
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If x = 0.0769, the differential voltage gain is 769 V/V assuming that g, 7y = 100. We
see that the gain of the folded-cascode op amp is similar to that of the two-stage op amp.

Unfortunately, we do not know exactly how the current flowing upward in M2 splits into
M5 and M7. To examine this further, we will use small-signal circuit analysis methods to find
the exact voltage gain of Fig. 6.5-9 approximated in Eq. (6.5-13). Figure 6.5-11 shows a
model for the exact small-signal analysis. The resistances designated as R, and Rp are the
resistances looking into the sources of M6 and M7, respectively. R, and R can be found using
Eq. (5.3-15) of Section 5.3:

_rass T Ugmo 1

YU Guitas Eme 6.5-19)
and
Ry = 1rﬁ78—:7f:v7 - ngj:dﬂ ~ e (6.5-15)
where
Ry = g0r ol dsi (6.5-16)

The small-signal voltage transfer function of Fig. 6.5-11 can be found as follows. The current
i1o 1s written as

—&m (V 51|17 ds )vin - Vi
iy = g1 (TasillFass ~ _8mVin (6.5-17)
2[Ry + (delurdszl)] 2
and the current i; can be expressed as
i = ng(rdSZHrdSS)Vin _ 8m2Vin _ 8m2Vin (65— 1 8)
Ry Ro(gas2 T 8uss) 21 + k)
2 + (rasalrass) L+ —
8m7 Tds7 8m1Tds7
where a low-frequency unbalance factor, k, is defined as
R S. + as.
k= o(8as> T 8ass) (6.5-19)
8m¥as7
8m6Vgs6 8m7VgsT

8m1Vin

Figure 6.5-11 Small-signal model of Fig. 6.5-9(b).
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Typical values of k are greater than one. The output voltage, v,,,, is equal to the sum of i; and
i1o flowing through R,,,. Thus,

Vout Eml Em2 2+ k)
=\—+t < Ru=\| 7" R 6.5-20
Vi ( 2 2(1 4 k)) out (2 + 2k Emiour ( )

where the output resistance, R, was given in Eq. (6.5-12). Comparing Eq. (6.5-20) with Eq.
(6.5-13), we see that the intuitive approach assumes that k = 1.

The poles of the folded-cascode op amp occur at the nodes in Fig. 6.5-9(b) indicated by
black dots. It can be seen that there are six poles. The dominant pole is the one at the output
and is given as

-1
out = 6.5-21
p ' R()thC()th ( )
The nondominant poles are given below.
Pole at node A:
—8m6
=~ 6.5-22
Pa Cp + 2C,, ( )
Pole at node B:
—8m7
= 6.5-23
PB Cp + 2C,, ( )
Pole at drain of M6:
—8mio
=~ 6.5-24
Pe = a¢, + 2C,, (6.5-24)
Pole at source of M8:
— 8m8lds88m10
=~ 6.5-25
Ps Cgs + Cyy ( )
Pole at source of M9:
_gm9
=~ 6.5-26
Po Cgs + Cyy ( )

It is interesting to note that the shunt feedback loop of M 10 around M8 causes the resistance
at the source of M8 to be extremely small. Consequently, pg is much larger than the other four
nondominant poles.
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Folded-Cascode Op Amp Performance

Assume that all the n-channel transistors of Fig. 6.5-9(b) have the small-signal parameters of
gunv = 100 uS, ryy = 2 MQ, g,.p = 50 WS, ryp = 1 MQ, and C; = 10 pF. Find the small-
signal differential voltage gain, the output resistance, the dominant pole, and the GB of the
folded-cascode op amp.

SOLUTION
From Eq. (6.5-12) we get
Rour = (@l asolast V|| [8mr7as7(Pasal| T ass)]
= 400 M| 33.33 MQ = 30.77 MQ

From Eq. (6.5-19), k is equal to

Ro(8a> + 8ass) 400 MQ (0.5 uS + 1 uS)

k= 12
8m7Vds7 50
From Eq. (6.5-20) we get
You _ (M) R, = l(lOO S)(30.77 MQ) = 1657 VIV
Vi \2 + 2k )8V ew T 3t ST

The dominant pole is given as

—1 —1
R,.C.  (30.77 MQ)(10 pF)

Pouw = = 3250 rads/s (517 Hz)

Therefore, the GB = (1657)(3250) = 5.385 Mrads/s (0.857 MHz)

The power-supply rejection ratio of the folded-cascode op amp of Fig. 6.5-9(b) has
been greatly improved over the two-stage op amp. To examine the power-supply rejec-
tion properties consider the partial circuit of Fig. 6.5-9(b) shown in Fig. 6.5-12(a). The
negative power-supply ripple is transferred directly to the gates M3, M8, M9, M10, and
M11. Figure 6.5-12(a) ignores the coupling through the input differential amplifier. We
note that the ripple also appears at the source of M9, preventing feedthrough of Vg
through C,4y or r4 . Therefore, the only path for the ripple on Vg is through C,49 as
indicated on Fig. 6.5-12.

Let us take a slightly different approach to calculate the PSRR. In this case, we will
find the transfer function from the ripple to the output rather than the PSRR. We know
that for good PSRR, this transfer function should be small. Figure 6.5-12(b) gives a
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Figure 6.5-12 (a) Portion of
Fig. 6.5-9(b) used to examine
PSRR . (b) Model of (a).

small-signal model equivalent of Fig. 6.5-12(a). The transfer function of V,,,/V,, can be

found as

V()Mt
VYS

SngQRz)m
SCouRous + 1

(6.5-27)

Assuming the C,pR,,, is less than C,,,R,,, allows us to sketch the response of Eq. (6.5-27)
and the dominant pole differential frequency response as shown on Fig. 6.5-13. At low fre-
quencies, we are assuming that other sources of Vi injection become significant. Therefore,
depending on the magnitude of other sources of V, injection, the magnitude of V,,,/V starts
flat and then increases up to the dominant pole frequency and then remains flat. We see that
this leads to a negative PSRR, which is at least as large as the magnitude of the differential

voltage gain.

The positive power-supply injection is similar to the negative power-supply injection.
The ripple appears at the gates of M4, M5, M6, and M7. The primary source of injection is
through the gate—drain capacitor of M7, which is the same situation as for the negative power-

supply injection.

dB
A
1 IPSRR-I
l /
—
A o)l | 1
i 3 ng‘)Ruut
Dor‘ninannl
pole frequency
0dB N
Cedo LS GB
Cour | Ny
o N Vo
|~ 7; - ‘/SS

Other sources of Vg injection, i.e. rgg9.

> logjo ()

Figure 6.5-13 Approximate graphical
illustration of the PSRR ™ for the folded-
cascode op amp.
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A typical approach to designing the folded-cascode op amp is illustrated below.

Design of a Folded-Cascode Op Amp

Follow the procedure of Table 6.5-1 to design the folded-cascode op amp of Fig. 6.5-9(b)
when the slew rate is 10 V/pus, the load capacitor is 10 pF, the maximum and minimum out-
put voltages are 2 V and 0.5 V for a 2.5 V power supply, the GB is 10 MHz, the minimum
input common-mode voltage is +1 V, and the maximum input common-mode voltage is 2.5 V.
The differential voltage gain should be greater than 3000 V/V and the power dissipation
should be less than 5 mW. Use Ky = 120 pA/VZ, K3 = 25 pA/V?, Voy = Vil = 0.5V, Ay =
006V ', and \p =0.08 V" '. Let L=0.5 um.

Table 6.5-1 Design Approach for the Folded-Cascode Op Amp

Step Relationship Design Equation/Constraint Comments
1 Slew rate I;=SR-C,
2 Bias currents in output cascodes Iy, =15 = 125 to 1.513 Avoid zero current in
cascodes
) 215 21
3 Maximum output voltage, v,,,(max) Ss=———— 8=~ (=S5 and Ss = §y) Vsps(sat) = Vgp, (sat)
Kp'Vsps Kp'Vspr
= 0.5[Vpp — Vou(max)]
o . 214, 21y
4 Minimum output voltage, v, (min) S = S5 = — > (810 = S1y and Sg = So) Vpso (sat) = Vg (sat)
K\ Vpsii KN'Vbso
= 0.5[V/(min) — Vil
2 22
m i GB°C
5 GB =5m §=§=2m 22
Cr Ky'l;  Ky'Ly
6 Minimum input CM S 2k
inimum input 3 =
Ky'(Vyy (min) = Vs = V(1K' S) = Vi)
. . 21,
7 Maximum input CM Sy =85 =—; 2 S, and S5 must meet or
Kp'(Vpp — Viu(max) + Vpy) .
exceed value in step 3
Vou m i 2+k Ri(8as2 + 8as
8 Differential-voltage gain ! = (g Ly 8m >RM = <7>gmlRm¢t k= Ri@a2 + 8ars)
Vin 2 2(1 + k) 2 + 2k G757
9 Power dissipation Pyic = Vpp — Vso)(Iz + Lig + 1))
SOLUTION

Following the approach outlined in Table 6.5-1 we obtain the following results:
I, =SR-C, =10 X 10°-10""" = 100 A

Select I, = Is = 125 pA.

Next, we see that the value of 0.5[Vyp — V,,(min)] is 0.5 V/2 or 0.25 V. Thus,

_ 2125 pA _2-125-16
25 pA/V? - (0.25V)? 225

Sy =Ss = 160
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and assuming worst-case currents in M6 and M7 gives

2-125pA  2-125-16

S = S = =
o T 25 nAIVA0.25 V) 25

=160

The value of 0.5[V,,,(min) — V] is also 0.25 V, which gives the value of Sg, So, S}o, and S,
as

2, 2-125

ST T e Ve 120 (0.25)?

In step 5, the value of GB gives S and S, as

GB*- C; (207 X 10%*(107'")?
S =8, = - = 5 — = 329=33
Ky'l 120 X 107+ 100 X 10

The minimum input common-mode voltage defines S as

21
S3 = 3 >
’ . 13
Ky\'| Vip(min) — Vg — m —Vn
200 X 107°
= S=143=15
100
110 X 10°%-15+25 —\/——— — 0.75
120-35.9

We need to check that the values of S, and S5 are large enough to satisfy the maximum input
common-mode voltage. The maximum input common-mode voltage of 2.5 requires

21, 2125 pA

S4 = SS = ; = > > 5= 40
Kp'[Vpp — Vi(max) + V] 25 X 107° pA/VZ[0.5 V]

which is much less than 160. In fact, with S, = S5 = 160, the maximum input common-mode
voltage is 2.75 V.
The power dissipation is found to be

P = 2.5 V(125 pA + 125 pA + 125 pA) = 0.625 mW

The small-signal voltage gain requires the following values to evaluate:

Su Ss: gn = V2-125-25-160 = 1000 uS and gy = 125 X 107°-0.08 = 10 pS
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Se, St gm = V2-75-25-160 = 774.6 uS and gy = 75 X 10°°-0.08 = 6 .S
Sy Sss S10s S1t &m = V2-75-120-20 = 600 uS and g = 75 X 10°-0.06 = 4.5 uS
St Syt g = V25012033 = 629 uS and g, = 50 X 10750.06) = 3 uS

Thus,

1 1
Rg = 8o Taso 411 = (600 P«S)(4 5 MS)<4 5 p,S) = 29.63 MQ)

1
10 uS + 3 uS

1
Ry = (29.63 MQ) | (774.6 MS)< - S)( ) = 744 MQ
L

p = Ro(8ar + 8as) 744 MOG pS + 10 uS)(6 uS)
8m7 Tds7 7746 lJ.,S

0.75

The small-signal differential-input voltage gain is

Ay = (M) R, = (“0‘75>o 629 X103 - 7.44 X 10° = (0.786)(4680) = 3678 V/V
T\ o)t T\ 2415 ) ' ‘

The gain is slightly larger than required by the specifications but this should be okay.

As before, we can enhance the gain of the folded-cascode op amp using inverting ampli-
fiers with a gain of —A in Fig. 6.5-14. A p-channel differential input has been used just to
remind the reader that either type of input stage can be used. In the case of Fig. 6.5-14, the
lower ICMR could include the lower rail. The output resistance and the voltage gain of the
folded cascode are all increased by the magnitude of A.

The enhancement amplifiers used to increase the gain are examined in more detail.
Figure 6.5-15 shows one implementation of the lower and upper enhancement amplifiers in

VoD Figure 6.5-14 Enhanced-gain folded-cascode
op amp.

M10|j|—4|[‘_JM11
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+ i

VIN M8 J— i M9
_ Your
—{"™M1 M2 Y

Mﬁj [; w7

VBl =M4 I—M5

. |




326 CMOS OPERATIONAL AMPLIFIERS
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Figure 6.5-15 Enhancement amplifier realizations for (a) the upper amplifier and
(b) the lower amplifier.

Fig. 6.5-14. These amplifiers could be used in any of the previous op amps that used enhance-
ment amplifiers. The gain of the upper enhancement amplifier of Fig. 6.5-15(a) is

A,(upper) = —0.5g,,1 ras6 = —0.58, Tasn (6.5-28)
and the gain of the lower enhancement amplifier of Fig. 6.5-15(b) is
AV(IOWCI') = _O~5gml Tase = _0~5ng Tasp (65'29)

We see that the enhancement amplifiers use a folded-cascode architecture with a uncascoded
load.

We can see that through negative feedback, the voltage at the input of the enhancement
amplifier is equal to the voltage connected to the gate of M2. It helps to remember that the
output of the enhancement amplifier is connected back to the input through a source follower.
Typically, the gate voltage of M2 of lower enhancement amplifiers in Fig. 6.5-15(b) is select-
ed to make the drain—source voltage of M4 and M5 in Fig. 6.5-14 equal to Vp(sat). Similarly,
the gate voltage of M2 in the upper enhancement amplifier of Fig. 6.5-15(a) is selected to
make the source—drain voltage of M11 in Fig. 6.5-14 equal to Vp(sat).

The total transistor realization of Fig. 6.5-14 is shown in Fig. 6.5-16. The shaded areas
are the enhancement amplifiers. We examine the performance of this amplifier in the follow-
ing example.

Performance of the Enhanced Gain Folded-Cascode Op Amp

Assume that all the n-channel transistors of Fig. 6.5-16 have the small-signal parameters of
gmn =100 1S, ryn =2 ML, g,,p = 50 WS, rgep = 1 M, and C; = 10 pF. Find the small-signal
differential voltage gain, the output resistance, the dominant pole, and the GB of the folded-
cascode op amp.

SOLUTION

The output resistance of Fig. 6.5-16 can be approximated as

Rout =~ [Av(upper) 8moTaolasi1 ]H [AV(IOWGI') 8m1Vas7 (rdSZH rdsi)]
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Figure 6.5-16 Complete transistor realization of the enhanced gain folded-cascode op amp.

= [(gmnTdsn) EmpTasp?] || [(gmpTasp) &mntasn (T, d,vPH Fasw)]

= (10 G)||(6.67 GQ ) = 4 GQ

If we assume the current flowing from M1 divides evenly between M5 and the upper path
(M7), then the output voltage can be written as

Vou
Av = 7[ = O'S(ng + O‘ngP)Rout = 0‘75ngR0ut = 150’000 \24%

m

The dominant pole of this op amp is

1
Pdominant =~ 5 4 = 25 rads/s (4 HZ)
Rout L

Within all inverting enhancement amplifiers with any appreciable gain, there is a domi-
nant pole. We can see from Fig. 6.5-15 that the enhancement amplifier pole is approximately

1

enhancement 65'30
Penbancement =, (€ T+ 2Cy + 2Cp0) (630

As the frequency increases, the magnitude of A will decrease. This will cause the output
resistance to decrease. However, since the magnitude of the pole of the enhancement ampli-
fier is normally much larger than the magnitude of the dominant pole, the load capacitor has
shorted out any influence a change in R,,,, might have.

The higher-order poles of the enhanced gain folded-cascode op amp of Fig. 6.5-16 are
listed below.
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1. Pole at the source of M6:

_Agmé
Pe =~ (6.5-31)
2C, + 2Cyy,
2. Pole at the source of M7:
_Agm7
=~ 6.5-32
P170¢, + 20, (6.5-32)
3. Pole at the drain of MS:
_AgmlO
=~ 6.5-33
Py =, + 20, (6.5-33)
4. Pole at the source of MO:
_Agm9
=~ 6.5-34
PO ¢, + Cou (6.5-34)
5. Pole at the drain of M10:
- m r AY m
P10 = 8m8 Tdsg8 8m10 (6.5-35)

Cos + Ciy

Although it looks like most of the nondominant poles of Fig. 6.5-16 are increased by the mag-
nitude of A, the fact that the enhancement amplifier gain will decrease because of the pole of
the enhancement amplifier will cause the nondominant poles of the enhanced gain folded-
cascode op amp to approach those of the folded-cascode op amp.

Op amps using the cascode configuration enable the designer to optimize some of the
second-order performance specifications not possible with the classical two-stage op amp. In
particular, the cascode technique is useful for increasing the gain and increasing the value of
PSRR, and it allows self-compensation when used at the output. This flexibility has allowed
the development of high-performance unbuffered op amps suitable for CMOS technology.
Such amplifiers are widely used in present-day integrated circuits for telecommunications
applications.

Simulation and Measurement of Op Amps

i& 6.6

In designing a CMOS op amp, the designer starts with building blocks whose performance
can be analyzed to a first-order approximation by hand/calculator methods of analysis. The
advantage of this step is the insight it provides to the designer as the design of the circuit
develops. However, at some point the designer must turn to a better means of simulation. For
the CMOS op amp this is generally a computer-analysis program such as SPICE. With the
insight of the first-order analysis and the modeling capability of SPICE, the circuit design
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can be optimized and many other questions (such as tolerances, stability, and noise) can be
examined.

Fabrication follows the simulation and layout of the MOS op amp. After fabrication the
MOS op amp must be tested and evaluated. The techniques for testing various parameters
of the op amp can be as complex as the design of the op amp itself. Each specification must
be verified over a large number of op amps to ensure a working op amp in case of process
variations.

Simulation and Measurement Techniques

The objective of this section is to provide the background for simulating and testing a CMOS
op amp. We shall consider methods of simulating an op amp that are appropriate to SPICE
but the concepts are applicable to other types of computer-simulation programs. Because the
simulation and measurement of the CMOS op amp are almost identical, they are presented
simultaneously. The only differences found are in the parasitics that the actual measurement
introduces in the op amp circuit and the limited bandwidths of the instrumentation.

The categories of op amp measurements and simulations discussed include open-loop
gain, open-loop frequency response (including the phase margin), input-offset voltage,
common-mode gain, power-supply rejection ratio, common-mode input- and output-volt-
age ranges, open-loop output resistance, and transient response including slew rate.
Configurations and techniques for each of these measurements will be presented in this
section.

Simulating or measuring the op amp in an open-loop configuration is one of the most
difficult steps to perform successfully. The reason is the high differential gain of the op amp.
Figure 6.6-1 shows how this step might be performed. The op amp under test or simulation is
shaded to differentiate it from other op amps that may be used to implement the test or simu-
lation. Vg is an external voltage whose value is adjusted to keep the dc value of voy between
the power-supply limits. Without V5 the op amp will be driven to the positive or negative
power supply for either the measurement or simulation cases. The resolution necessary to find
the correct value of V¢ usually escapes the novice designer. It is necessary to be able to find
Vos to the accuracy of the magnitude of the power supply divided by the low-frequency
differential gain (typically in the range of millivolts). Although this method works well for
simulation, the practical characteristics of the op amp make the method almost impossible to
use for measurement.

A method more suitable for measuring the open-loop gain is shown in the circuit of
Fig. 6.6-2. In this circuit it is necessary to select the reciprocal RC time constant a factor of
A,(0) less than the anticipated dominant pole of the op amp. Under these conditions, the op
amp has total dc feedback, which stabilizes the bias. The dc value of voyr Will be exactly the
dc value of viy. The true open-loop frequency characteristics will not be observed until the fre-
quency is approximately A,(0) times 1/RC. Above this frequency, the ratio of voyr to vy is

Figure 6.6-1 Open-loop mode with offset

compensation.
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Figure 6.6-2 (a) A method of measuring the open-loop characteristics
with dc bias stability. (b) Asymptotic magnitude plot of the voltage-
transfer function.

essentially the open-loop gain of the op amp. This method works well for both simulation and
measurement.

Simulation or measurement of the open-loop gain of the op amp will characterize the
open-loop transfer curve, the open-loop output-swing limits, the phase margin, the dominant
pole, the unity-gain bandwidth, and other open-loop characteristics. The designer should con-
nect the anticipated loading at the output in order to get meaningful results. In some cases,
where the open-loop gain is not too large, the open-loop gain can be measured by applying
vy in Fig. 6.6-3 and measuring voyt and v;. In this configuration, one must be careful that R
is large enough not to cause a dc current load on the output of the op amp.

The dc input-offset voltage can be measured using the circuit of Fig. 6.6-4. If the dc
input-offset voltage is too small, it can be amplified by using a resistor divider in the
negative-feedback path. One must remember that Vg will vary with time and temperature
and is very difficult to precisely measure experimentally. Interestingly enough, Vs cannot be
simulated. The reason is that the input-offset voltage is not only due to the bias mismatches
as discussed for the two-stage op amp (systematic offset) but is due to device and component
mismatches. Presently, most simulators do not have the ability to predict device and compo-
nent mismatches.

Figure 6.6-3 Configuration for simulating or
measuring the open-loop frequency response
for moderate-gain op amps.

VIN
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Figure 6.6-4 Configuration for measuring the
input-offset voltage and the simulation of the
VDD systematic offset voltage of an op amp.

I'I+—

vout =Vos

Vss

CL| RL

_|||I ¥

The common-mode gain is most easily simulated or measured using Fig. 6.6-5. It is seen
that if Vg fails to keep the op amp in the linear region, this configuration will fail, which is
often the case in experimental measurements. More often than not, the designer wishes to
measure or simulate the CMRR. The common-mode gain could be derived from the CMRR
and the open-loop gain if necessary.

A method of measuring the CMRR of an op amp, which is more robust, is given in
Fig. 6.6-6 [14]. While the method can be used for dynamic characterization, we will explain
the operation from a static viewpoint. Assume that first all vsgr voltage sources are increased
by some amount, say, 1 V. This causes the output and the power supplies to the op amp under
test to be increased by 1 V. As a result of this a voltage, v;, will appear at the input of the op
amp under test. v; will be equal to the common-mode output voltage of 1 V divided by the
differential voltage gain of the op amp under test. This change in v; can be measured at vy as
approximately 1000 v,. Let this value of vyg be designated as Vg,. Next, all vger voltage
sources are decreased by the same amount (in order to cancel any positive or negative signal
differences). This measure of vg is designated as Vg,. The CMRR can be found as

2000
CMRR = ——————— (6.6-1)
|VOSI - VOSZ‘

If the vger sources are replaced by a small-signal voltage called v, then it can be shown
(in Problem 6.6-4) that the CMRR can be given as

1000 v,,,,
CMRR = ——— (6.6-2)

VO.Y

Using this approach, one could apply v;., and sweep the frequency to measure v, and the
CMRR as a function of frequency.

Another way to measure the CMRR would be to measure first the differential voltage
gain in dB and then the common-mode voltage gain in dB by applying a common-mode sig-
nal to the input. The CMRR in dB could be found by subtracting the common-mode voltage

Figure 6.6-5 Configuration for simulating the
J;" common-mode gain.

= VDD
Vout

—VSS
CL RL
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Figure 6.6-6 Circuit used to measure
CMMR and PSRR.

gain in dB from the differential-mode voltage gain in dB. If the measurement system is asso-
ciated with a controller or computer, this could be done automatically.

While the above methods could be used for simulation of the CMRR, there are easier
methods if simulation of CMRR is the goal. The objective of simulation is to get an output
that is equal to CMRR or can be related to CMRR. Figure 6.6-7(a) shows a method that can
accomplish this objective. Two identical voltage sources designated as V., are placed in series
with both op amp inputs where the op amp is connected in the unity-gain configuration. A
model of this circuit is shown in Fig. 6.6-7(b). It can be shown that

Vout _ i140 — ‘Ac| _ 1
V., 1+A, —(xA/2) A, CMRR

(6.6-3)

Computer simulation can be used to calculate Eq. (6.6-3) directly. If the simulator has a
postprocessing capability, then it is usually possible to plot the reciprocal of the transfer
function so that CMRR can be plotted directly. Figure 6.6-8(a) shows the simulation results
of the magnitude of the CMRR for the op amp of Example 6.3-1 and Fig. 6.6-8(b) gives the
phase response of the CMRR. It is seen that the CMRR is quite large for frequencies up to
100 kHz.

The configuration of Fig. 6.6-6 can also be used to measure the power-supply rejection
ratio, PSRR. The procedure sets all vge voltage sources to zero except for the one in series
with Vpp. Set this source equal to +1 V. In this case, v; is the input-offset voltage for V,p, + 1 V.

y + V2o 2
ey ~ = Voo AVI=V, Q
i Vout
Vi 1 : Vi Vout
+ + = +
- + ] =v Vem
= Vem _:I-_ SS +AcVem
(a) = b =

Figure 6.6-7 (a) Configuration for the direct simulation of CMRR.
(b) Model for (a).
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Figure 6.6-8 CMRR frequency response of Example 6.3-1 with C. = 10 pF. (a) Magnitude
response. (b) Phase response.

Measure Vg under these conditions and designate it as Vg3. Next, set Vpp to Vpp — 1V
using the vggr source in series with Vpp; measure Vg and designate it as Vgy. The PSRR of
the Vpp supply is given as

2000

PSRR of VDD = ‘V
0s3 —

(6.6-4)
VOS4|

Similarly for the Vg rejection ratio, change Vg and keep Vjpp, constant while Vgyt is at 0 V.
The above formula can be applied in the same manner to find the negative power-supply
rejection ratio. This approach is also suitable for measuring PSRR as a function of frequency
if the appropriate vsgr voltage sources are replaced with a sinusoid.

Figure 6.6-9 shows a configuration similar to Fig. 6.4-1 that is suitable for measuring the
PSRR as a function of frequency. A small sinusoidal voltage is inserted in series with Vpp
(Vss) to measure PSRR™ (PSRR 7). From Eq. (6.4-2) it was shown that

Vout 1 Vout 1 (6.6-5)
— = or = - .6-
Vi PSRRT V., PSSR
Vaa
+ —
— (O e 2
+
Vs —Vpp Ay(V1-V2) Q
Vl : Vl Vout
aF + =
- _ Vss . =Vss +AdaVdd
(a) NG

Figure 6.6-9 (a) Configuration for the direct simulation or measurement of
PSRR. (b) Model of (a) with Vg = 0.
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Figure 6.6-10 Measurement of the input common-mode voltage range of an op amp.

This procedure was the method by which PSRR was calculated for the two-stage op amp in
Section 6.4. This method works well as long as the CMRR is much greater than 1.

The input and output common-mode voltage range can be defined for both the open-
loop and closed-loop modes of the op amp. For the open-loop case, only the output CMR
makes sense. One of the configurations of Fig. 6.6-1 or 6.6-3 can be used to measure the
output CMR. Typically, the open-loop, output CMR is about half the power-supply range.
Because the op amp is normally used in a closed-loop mode, it makes more sense to meas-
ure or simulate the input and output CMR for this case. The unity-gain configuration is
useful for measuring or simulating the input CMR. Figure 6.6-10 shows the configuration
and the anticipated results. The linear part of the transfer curve where the slope is unity
corresponds to the input common-mode voltage range. The initial jump in the voltage
sweep from negative values of vy to positive values is due to the turn-on of MS5. In the
simulation of the input CMR of Fig. 6.6-10, it is also useful to plot the current in M1
because there may be a small range of vy before M1 begins to conduct after M5 is turned
on (e.g., see Fig. 6.6-17).

In the unity-gain configuration, the linearity of the transfer curve is limited by the
ICMR. Using a configuration of higher gain, the linear part of the transfer curve corre-
sponds to the output-voltage swing of the amplifier. This is illustrated in Fig. 6.6-11 for an
inverting gain of 10 configuration. The amount of current flowing in R; will have a strong
influence on the output-voltage swing and should be selected to represent the actual cir-
cumstance.

The output resistance can be measured by connecting a load resistance R; to the op amp
output in the open-loop configuration. The measurement configuration is shown in Fig. 6.6-12.

AVOUT

10 Output
Voltage

Swing VIN

Figure 6.6-11 Measurement of the output-voltage swing.
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Figure 6.6-12 Measurement of the open-loop output resistance.

The voltage drop caused by R; at a constant value of vy can be used to calculate the output
resistance as

_ Voi
Rout - RL <, (66-6)
Voo
An alternate approach is to vary R; until V5, = V;;/2. Under this condition R,,; = R;. If the op
amp must be operated in the closed-loop mode, then the effects of the feedback on the meas-
ured output resistance must be considered. The best alternative is to use Fig. 6.6-13, where the
value of the open-loop gain A, is already known. In this case, the output resistance is

1 1 A, ' 100R,
+ = (6.6-7)

rm (e L
R, 100R = 100R, A,

It is assumed that A, is in the range of 1000 and that R is greater than R,,. Measuring R,
and knowing A, allows one to calculate the output resistance of the op amp R, from Eq.
(6.6-7). Other schemes for measuring the output impedance of op amps can be found in the
literature [15,16].

The configuration of Fig. 6.6-14 is useful for measuring the slew rate and the settling
time. Figure 6.6-14 gives the details of the measurement. For best accuracy, the slew rate and
settling time should be measured separately. If the input step is sufficiently small (<0.5 V),
the output should not slew and the transient response will be a linear response. The settling
time can easily be measured. (Appendix D shows how the unity-gain step response can be
related to the phase margin, making this configuration a quick method of measuring the phase
margin.) If the input step magnitude is sufficiently large, the op amp will slew by virtue of
not having enough current to charge or discharge the compensating and/or load capacitances.
The slew rate is determined from the slope of the output waveform during the rise or fall of
the output. The output loading of the op amp should be present during the settling-time and
slew-rate measurements. The unity-gain configuration places the severest requirements on
stability and slew rate because its feedback is the largest, resulting in the largest values of loop
gain, and should always be used as a worst-case measurement.

R 100R Figure 6.6-13 An alternative method of measuring
o} the open-loop output resistance R,,.

R
¢ out

VIN




336 CMOS OPERATIONAL AMPLIFIERS

_Example

. Settling Error
‘T' Tolerance

! v
_SR t
—r>l Y ou

Settling Time
Feedthrough

Figure 6.6-14 Measurement of slew rate (SR) and settling time.

Other simulations (such as noise, tolerances, process-parameter variations, and tempera-
ture) can also be performed. At this point, one could breadboard the op amp. However, if the
accuracy of the simulation models is sufficient this step is questionable. An example of using
SPICE to simulate a CMOS op amp is given in the following.

Simulation of the CMOS Op Amp of Example 6.3-1

The op amp designed in Example 6.3-1 and shown in Fig. 6.3-3 is to be analyzed by SPICE
to determine if the specifications are met. The device parameters to be used are those of
Tables 3.1-2 and 3.2-1. In addition to verifying the specifications of Example 6.3-1, we will
simulate PSRR™ and PSRR .

SOLUTION

The op amp will be treated as a subcircuit in order to simplify the repeated analyses. Table
6.6-1 gives the SPICE subcircuit description of Fig. 6.3-3. While the values of AD, AS, PD,
and PS could be calculated if the physical layout was complete, we will make an educated
estimate of these values by using the following approximations.

AS =AD = W[L1 + L2 + L3]
PS = PD=2W + 2[L1 + L2 + L3]

where L1 is the minimum allowable distance between the polysilicon and a contact in the
moat (Rule 5C of Table B-1), L2 is the length of a minimum-size square contact to moat (Rule
5A of Table B-1), and L3 is the minimum allowable distance between a contact to moat and
the edge of the moat (Rule 5D of Table B-1).

The first analysis to be made involves the open-loop configuration of Fig. 6.6-1. A
coarse sweep of vy is made from —5 to +5 V to find the value of vy where the output
makes the transition from Vgg to Vpp. Once the transition range is found, vyy is swept over
values that include only the transition region. The result is shown in Fig. 6.6-15. From this
data, the value of Vg in Fig. 6.6-1 can be determined. While V5 need not make vout
exactly zero, it should keep the output in the linear range so that when SPICE calculates the
bias point for small-signal analysis, reasonable results are obtained. Since when viy = 0V
the op amp is still in the linear region, no offset was used to obtain the following open-loop
performances.
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Table 6.6-1 SPICE Subcircuit Description of Fig. 6.3-3

.SUBCKT OPAMP 1 2 6 8 9

M1 4 2 3 3 NMOS1 W = 3U L = 1U AD = 18P AS = 18P PD = 18U PS =

+ 18U

M2 5 1 3 3 NMOS1 W = 3U L = 1U AD = 18P AS = 18P PD = 18U PS =

+ 18U

M3 4 4 8 8 PMOS1 W = 15U L = 1U AD = 90P AS = 90P PD = 42U PS = 42U
M4 5 4 8 8 PMOS1 W = 15U L = 1U AD = 90P AS = 90P PD = 42U PS = 42U
M5 3 7 9 9 NMOS1 W = 4.5U L = 1U AD = 27P AS = 27P PD = 21U PS = 21U
M6 6 58 8 PMOS1 W = 94U L = 1U AD = 564P AS = 564P PD = 200U PS = 200U
M7 6 7 9 9 NMOS1 W = 14U L = 1U AD = 84P AS = 84P PD = 40U PS = 40U
M8 77 9 9 NMOS1 W = 4.5U L = 1U AD = 27P AS = 27P PD = 21U PS = 21U

cCCcC 5 6 3.0P

.MODEL NMOS1 NMOS VTO = 0.70 KP = 110U GAMMA = 0.4 LAMBDA = 0.04 PHI =
+0.7MJ = 0.5 MJSW = 0.38 CGBO = 700P CGSO = 220P CGDO = 220P CJ
+ = 770U CJSW = 380P LD = 0.016U TOX = 14N

.MODEL PMOS1 PMOS VTO = —0.7 KP = 50U GAMMA = 0.57 LAMBDA = 0.05 PHI
+=0.8 MJ = 0.5 MJSW = .35 CGBO = 700P CGSO = 220P CGDO = 220P CJ
+ = 560U CJSwWw = 350P LD = 0.014U TOX = 14N

IBIAS 8 7 30U

.ENDS

At this point, the designer is ready to begin the actual simulation of the op amp. In the
open-loop configuration the voltage-transfer curve, the frequency response, the small-signal
gain, and input and output resistances can be simulated. The SPICE input deck using the PC
version of SPICE (PSPICE) is shown in Table 6.6-2. Figure 6.6-16 shows the results of this
simulation. The open-loop voltage gain is 10,530 V/V (determined from the output file), GB
is 5 MHz, output resistance is 122.5 k() (determined from the output file), power dissipation
is 0.806 mW (determined from the output file), phase margin for a 10 pF load is 65°, and the
open-loop output-voltage swing is +2.3 to —2.2 V. The simulation results compare well with
the original specifications.

2.5 prrrrreerer e Figure 6.6-15 Open-loop transfer character-
> E istic of Example 6.6-1 illustrating Vg.
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Table 6.6-2 PSPICE Input File for the Open-Loop Configuration

EXAMPLE 6.6-1 OPEN LOOP CONFIGURATION
.OPTION LIMPTS = 1000

VIN+ 1 0 DC 0 AC 1.0

VvDD 4 0 DC 2.5

vss 0 5 DC 2.5

VIN — 2 0 DC 0

CL 3 0 10P

X1 1 2 3 4 5 OPAMP

(Subcircuit of Table 6.6-1)

.OP

.TF V(3) VIN+

.DC VIN+ —-0.005 0.005 100U

.PRINT DC V(3)

.AC DEC 10 1 10MEG

.PRINT AC VDB(3) VP (3)

.PROBE (This entry is unique to PSPICE)
.END

The next configuration is the unity-gain configuration of Fig. 6.6-10. From this configu-
ration, the ICMR, PSRR™, PSRR ~, slew rate, and settling time can be determined. Table 6.6-3
gives the SPICE input file to accomplish this (PSRR™ and PSRR ™ must be done on separate
runs). The results of this simulation are shown in the following figures. The ICMR is —1.2 to
+2.3V as seen on Fig. 6.6-17. Note that the lower limit of the ICMR is determined by when

80 T 200 -y
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g 40r 250 f :
2 C =) E ]
2 20 £ 0 .
5 F 7 E E
S F -50 E ]
= o0 ~ 1 3 : 3
C ; 1 & -100 E — .
20 F ‘ i E f ‘ E
b ! ] -150 F i ! ]
. Gl\? i \ ; Phase M‘Tgm :(/H E
-40 FRRETITT ERERTITT MECETTT SATEETTTT EATERETT B T EEReTm 200 Eemmmt il el vvvd vvvind Bl 4l

10 100 1000 10* 10° 10° 10" 10® 10 100 1000 10* 10° 10° 10" 10

Frequency (Hz) Frequency (Hz)

(a) (b)
Figure 6.6-16 (a) Open-loop transfer function magnitude response of Example 6.6-1. (b) Open-loop
transfer function phase response of Example 6.6-1.
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TABLE 6.6-3 Input File for the Unity-Gain Configuration

339

EXAMPLE 6.6-1 UNITY GAIN CONFIGURATION.

.OPTION LIMPTS = 501
VIN+ 1 0 PWL(O —2 10N —2 20N 2 2U0 2 2.01U0 —2 4U -2
+4.01U —-.1 6U —.1 6.01U .1 8U .1 8.01U0 —.1 10U —.1)

vDD 4 0 DC 2.5 AC 1.0
vss 0 5 DC 2.5

CL 3 0 20P

X1 1 3 3 4 5 OPAMP

(Subcircuit of Table 6.6-1)

.DC VIN+ —2.5 2.5 0.1

.PRINT DC V(3)

.TRAN 0.05U 10U 0 10N

.PRINT TRAN V(3) V(1)

.AC DEC 10 1 10MEG

.PRINT AC VDB(3) VP (3)

.PROBE (This entry is unique to PSPICE)
.END

the current in M5 reaches its quiescent value. PSRR™ is shown in Fig. 6.6-18 and PSRR ™ is

shown in Fig. 6.6-19.

The large-signal and small-signal transient responses were made by applying a 4 V pulse
and a 0.2 V pulse to the unity-gain configuration. The results are illustrated in Fig. 6.6-20.
From these data the positive slew rate is seen to be 10 V/us but the negative slew rate is
closer to —6.7 V/us and has a large negative overshoot. The reason for the poorer negative
slew rate is due to the limited current available to discharge the 10 pF load capacitance. At a
slew rate of —6.7 V/us, the current through the compensating capacitor, C,, is about 20 pwA.

4 F 40 Figure 6.6-17 Input common-mode simula-
i ID(MS5) | i .
s L 0 < tion of Example 6.6-1.
2 202
S / CMR | §
£l — 10
5
0 -— 0
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)
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-3 -2 -1 0 1 2 3
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Therefore, the current remaining to discharge the load capacitor is 95 wA minus 20 pA or
70 wA. Thus, the slew rate of the negative transition is limited by the load capacitance rather
than the compensation capacitance and is about —7 V/us. This could easily be solved by
increasing the bias current in the output stage from 95 pA to 130 pwA (30 pA for C, and
100 pA for Cp).

The large overshoot on the negative slew is due to the fact that there is no current in M6
because all of the 95 WA from M7 is being used to discharge capacitances C, and C; and none
is left to flow through M6. On the positive slew, M6 can provide whatever current is need-
ed so it can respond immediately to changes. However, the negative slew continues past the
final point until the output stage can respond accordingly through the unity-gain feedback
network.

The overshoot is seen to be very small. The settling time to within *5% is approximate-
ly 0.5 ws as determined from the output file. The relatively large-value compensation capac-
itor is preventing the 10 pF load from causing significant ringing in the transient response. An
interesting question that is pursued further in Problem 6.6-11 is why the negative overshoot
is greater than the positive overshoot. Slewing is no longer a concern because the op amp is
operating in the linear mode.

The specifications resulting from this simulation are compared to the design specifica-
tions in Table 6.6-4. It is seen that the design is almost satisfactory. Slight adjustments can be
made in the W/L ratios or dc currents to bring the amplifier within the specified range. The
next step in simulation would be to vary the values of the model parameters, typically K’, V,
v, and A, to ensure that the specifications are met even if the process varies.

TABLE 6.6-4 Comparison of the Simulation with Specifications of Example 6.3-1

Specification Design Simulation
(Power supply = +2.5V) (Example 6.3-1) (Example 6.6-1)
Open-loop gain >5000 10,000

GB (MHz) 5 MHz 5 MHz
ICMR (volts) —1to2V +24V,—-12V
Slew rate (V/us) >10 (V/ws) +10,—7 (V/ps)
Py (mW) <2 mW 0.625 mW
Vout range (V) 2V +2.3V, =22V
PSRR™ (0) (dB) — 87
PSRR™ (0) (dB) — 106
Phase margin (degrees) 60° 65°
Output resistance (k{2) — 122.5 kQ)

The measurement schemes of this section will work reasonably well as long as the open-
loop gain is not large. If the gain should be large, techniques applicable to bipolar op amps
must be employed. A test circuit for the automatic measurement of integrated-circuit op amps
in the frequency domain has been developed and described [17]. This method supplements
the approaches given in this section. Data books, websites, and technical literature are also
good sources of information on this topic.
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Summary

i& 6.7

This chapter has presented the design, simulation, and measurement considerations of unbuffered
CMOS op amps. The general approach to designing op amps concentrates first on establishing
dc conditions that are process insensitive. This results in defining some of the ratios of the devices
and establishing constraints between the device ratios. Next, the ac performance is achieved by
selecting dc current levels and the remaining device ratios. Constraints are then developed in
order to achieve satisfactory frequency response. This procedure for designing simple CMOS op
amps was seen to be reasonably straightforward, and a design procedure was developed for the
two-stage CMOS op amp that ensures a first-cut design for most specifications.

One important aspect of the op amp is its stability characteristics, which are specified by
the phase margin. Several compensation procedures that allow the designer to achieve rea-
sonably good phase margins even with large capacitive loads were discussed. The stability of
the op amp was also important in the settling time of the pulse response. The Miller com-
pensation method of pole splitting, used together with a nulling resistor to eliminate the
effects of the RHP zero, was found to be satisfactory.

The design of the CMOS op amp given in Sections 6.3 and 6.4 resulted in a first-cut
design for a two-stage op amp or a cascode op amp. The two-stage op amp was seen to give
satisfactory performance for most typical applications. The cascode configuration of Section
6.3 was used to improve the performance of the two-stage op amp in the areas of gain, stabil-
ity, and PSRR. If all internal nodes of an op amp are low impedance, compensation can be
accomplished by a shunt capacitance to ground at the output. This configuration is self-com-
pensating for large capacitive loads. Although the output resistance of the cascode op amp was
generally large, this is not a problem if the op amp is to drive capacitive loads.

Sections 6.3 and 6.4 show how the designer can obtain the approximate values for
the performance of the op amp. However, it is necessary to simulate the performance of the
CMOS op amp to refine the design and to check to make sure no errors were made in the
design. Refining the design also means varying the process parameters in order to make sure
the op amp still meets its specifications under given process variations. Finally, it is necessary
to be able to measure the performance of the op amp when it is fabricated. So, techniques of
simulation and measurement applicable to the CMOS op amp were presented.

This chapter has presented the principles and procedures by which the reader can design op
amps for applications not requiring low output resistance. This information serves as the basis
for improving the performance of op amps, the topic to be considered in the next chapter.

Problems

6.1-1.  Use the null port concept to find the volt- 6.1-2.  Show that if the voltage gain of an op amp
age-transfer function of the noninverting approaches infinity, the differential input
voltage amplifier shown in Fig. P6.1-1. becomes a null port. Assume that the output
is returned to the input by means of nega-

o— tive feedback.
- 6.1-3.  Show that the controlled source of Fig. 6.1-
Vin R> Vout 5 designated as v;/CMRR is in fact a suit-
R 1% able model for the common-mode behavior

o ) of the op amp.

Figure P6.1-1



6.1-4.

6.1-6.

6.2-1.

6.2-2.

6.2-3.

6.2-4.

6.2-5.

6.2-6.

6.2-7.

6.2-8.

Show how to incorporate the PSRR effects
of the op amp into the model of the nonide-
al effects of the op amp given in Fig. 6.1-5.

Replace the current-mirror load of Fig. 6.1-
8 with two separate current mirrors and
show how to recombine these currents in an
output stage to get a push—pull output. How
can you increase the gain of the configura-
tion equivalent to a two-stage op amp?

Replace the I — I stage of Fig. 6.1-9 with a
current-mirror load. How would you
increase the gain of this configuration to
make it equivalent to a two-stage op amp?

Develop the expression for the dominant pole
in Eq. (6.2-10) and the output pole in Eq. (6.2-
11) from the transfer function of Eq. (6.2-9).

Figure 6.2-7 uses asymptotic plots to illus-
trate the difference between an uncompen-
sated and compensated op amp. What is the
approximate value of the real phase margin
using the actual curves and not the asymp-
totic approximations?

Derive the relationship for GB given in Eq.
(6.2-17).

For an op amp model with two poles and
one RHP zero, prove that if the zero is ten
times larger than GB, then in order to
achieve a 45° phase margin, the second
pole must be placed at least 1.22 times
higher than GB.

For an op amp model with three poles and
no zero, prove that if the highest pole is ten
times GB, then in order to achieve 60°
phase margin, the second pole must be
placed at least 2.2 times GB.

Derive the relationships given in Egs. (6.2-
37) through (6.2-40).

Physically explain why the RHP zero
occurs in the Miller compensation scheme
illustrated in the op amp of Fig. 6.2-8. Why
does the RHP zero have a stronger influ-
ence on a CMOS op amp than on a similar-
type BJT op amp?

A two-stage, Miller-compensated CMOS
op amp has an RHP zero at 20GB, a dom-

6.2-9.
6.2-10.

6.2-11.

6.2-12.

6.3-1.

Problems 343

inant pole due to the Miller compensation,
a second pole at p,, and another pole at
—3GB.

(a) If GB is 1 MHz, find the location
of p, corresponding to a 45° phase
margin.

(b) Assume that in part (a) | p,| = 2GB and
a nulling resistor is used to cancel p,.

What is the new phase margin assuming
that GB = 1 MHz?

(c) Using the conditions of (b), what is the
phase margin if C; is increased by a
factor of 4?

Derive Eq. (6.2-56).

For the two-stage op amp of Fig. 6.2-8, find
Wi/L,, W¢/Lg, and C,. if GB = 1 MHz, |p,|
= 5GB, z = 3GB, and C;, = C, = 20 pF.
Use the parameter values of Table 3.1-2 and
consider only the two-pole model of the op
amp. The bias current in M5 is 40 pA and
in M7 is 320 pA.

In Fig. 6.2-14, assume that R; = 150 kQ, R,
=100 kQ, g,,; = 500 uS, C; = 1 pF, C;; =
5 pF, and C, = 30 pF. Find the value of R,
and the locations of all roots for (a) the case
where the zero is moved to infinity and (b)
the case where the zero cancels the next
highest pole.

A self-compensated op amp has three
higher-order poles grouped closely around
—1 X 10’ radians/s. What should be the
GB of this op amp in Hz to achieve a 60°
phase margin? If the low-frequency gain
of the op amp is 80 dB, where is the loca-
tion of the dominant pole, p,? If the output
resistance of this amplifier is 10 M), what
is the value of C; that will give this loca-
tion for p,? (Ignore any other capacitance
at the output for this part of the problem.)

For the CMOS op amp shown in Fig. P6.3-1,
assume the model parameters for the tran-
sistors are Ky = 110 wA/V? K7 = 50
RA/NVZ Viy =07V, Vip = =07V, Ay =
0.04 V™! and \p = 0.05 V. Let all tran-
sistor lengths be 1 pm and design the
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widths of every transistor and the dc cur-
rents I5 and I; to satisfy the following spec-

ifications:
Slew rate = 10 V/pus
+ICMR = 0.8V
—ICMR =0V
GB = 10 MHz
Phase margin = 60° (g,,; = 10g,,; and
Vsea = Vsce)
*+l \%
M3
10 A
o—{[ M1
M8 M5
10 um—; I’J l
1 um ' '

1_1
Vv

Figure P6.3-1
6.3-2. Develop the relationship given in step 5 of
Table 6.3-2.

6.3-3. Show that the relationship between the W/L
ratios of Fig. 6.3-1, which guarantees that
VSG4 = VSGG’ is giVen by

So_ S
Ss Ss
where S; = W/L,.

6.3-4. Draw a schematic of the op amp similar to
Fig. 6.3-1 but using p-channel input
devices. Assuming that same bias currents
flow in each circuit, list all characteristics
of these two circuits that might be different
and tell which is better or worse than the
other and by what amount (if possible).

6.3-5. Use the op amp designed in Example 6.3-1
and assume that the input transistors M1
and M2 have their bulks connected to —2.5
V. How will this influence the performance
of the op amp designed in Example 6.3-1?
Use the W/L values of Example 6.3-1 for
this problem. Wherever the performance is
changed, calculate the new value of per-
formance and compare with the old.

6.3-6. Repeat Example 6.3-1 for a p-channel
input, two-stage op amp. Choose the same
currents for the first stage and second stage
as in Example 6.3-1.

6.3-7. For the p-channel input, CMOS op amp of
Fig. P6.3-7, calculate the open-loop, low-fre-
quency differential gain; the output resist-
ance; the power consumption; the
power-supply rejection ratio at dc; the input
common-mode range; the output-voltage
swing; the slew rate; and the unity-gain band-
width for a load capacitance of 20 pF. Assume
the model parameters of Table 3.1-2. Design
the W/L ratios of M9 and M 10 to give a resist-
ance of 1/g,,c and use the simulation program
SPICE to find the phase margin and the 1%
settling time for no load and for a 20 pF load.

Vpp=2.5V

L:], ©) ,ijMs

3/ |
Vg | +o 3/

Rs = @y

Vin @ @ }J
- o[ Ml M2

1 C_
T M "R

1ok ©
M4

M3
41, |——

¥y IMI0@ '/
T 10/1 CrL
4/1 —| M6I

Vgs=-2.5V
Figure P6.3-7



6.3-8.

6.3-9.

6.3-10.
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Vpp
|——||‘_J —||‘_JM6
Rp= M3 M4 C R
C
100k )I '\f\;\, 0 Vout
_-O—| Ml M2 |}~| llOO uA
Vin
o
— | ||—l S0uA ||—M7
e M b
Vss
Figure P6.3-8

Design the values of W and L for each tran-
sistor of the CMOS op amp in Fig. P6.3-8
to achieve a differential voltage gain of
4000. Assume that K}, = 110 wA/V? Kp =
50 WA/VE Vg = —Vyp = 0.7V, and Ny =
Ap = 0.01 V™!, Also, assume that the mini-
mum device dimension is 2 wm and choose
the smallest devices possible. Design C.
and R, to give GB = 1 MHz and to elimi-
nate the influence of the RHP zero. How
much load capacitance should this op amp
be capable of driving without suffering a
degradation in the phase margin? What is
the slew rate of this op amp? Assume Vjp
= — Vg = 2.5V and Rz = 100 k().

Use the electrical model parameters of the
previous problem to design W3, Ls, Wy, Ly,
Ws, Ls, C., and R_ of Fig. P6.3-8 if the dc
currents are increased by a factor of 2 and if
W, =L, =W, =L, =2 pmto obtain a low-
frequency, differential voltage gain of 5000
and a GB of 1 MHz. All devices should be in
saturation under normal operating condi-
tions and the effect of the RHP should be
canceled. How much load capacitance
should this op amp be able to drive before
suffering a degradation in the phase margin?

What is the slew rate of this op amp? 20 pA

For the op amp shown in Fig. P6.3-10,
assume all transistors are operating in the
saturation region and find (a) the dc value
of Is, I;, and I3, (b) the low-frequency dif-
ferential voltage gain, A,4(0), (c) the GB in

Vin
+0O

6.3-

Hz, (d) the negative slew rate, (e) the power
dissipation, and (f) the phase margin
assuming that the open-loop unity gain is 1
MHz. Assume the parameters of the
MOSFETs are given in Table 3.1-2.

f+l.5V

M9 J10/1  10/1

1/1 M3 M4 10071
—|I:M6

Igl

Vout
O

M1

I5l
:I— M3 :l_
P11 10/1
v_15V
Figure P6.3-10

A simple CMOS op amp is shown Fig. P6.3-11.
Use the following model parameters and

10/1 50 pF

o

11.

5V

6
I[Csn

SV
Figure P6.3-11
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6.3-12.

6.3-13.

find the numerical value of the small-signal
differential voltage gain v,./v;,, output
resistance R,,, the dominant pole p;, the
unity-gain bandwidth GB, the slew rate SR,
and the dc power dissipation. Ky = 24
RA/VZ Kp = 8 pA/V?, Viy = —Vipp =
0.75V,\y =001V ' and \p = 0.02V ",

On a log-log plot with the vertical axis
having a range of 102 to 10" and the hor-
izontal axis having a range of 10 to 1000
A, plot the low-frequency gain A, (0), the
unity-gain bandwidth GB, the power dissi-
pation Py, the slew rate SR, the output
resistance R, the magnitude of the domi-
nant pole |p,|, and the magnitude of the RHP
zero z, all normalized to their respective val-
ues at I = 10 pA as a function of I from
10-1000 A for the standard two-stage
CMOS op amp. Assume the current in M5 is
kiIz and the output current (in M6) is k,/p.

Develop the expression similar to Eq. (6.3-
32) for the W/L ratio of M6B in Fig. P6.3-13
that will cause the RHP zero to cancel the
output pole. Repeat Example 6.3-2 using
the circuit of Fig. P6.3-13 and the values of
the transistors in Example 6.3-1.

]

+

e

I
VBIAS MI-51

CL

6.3-14.

|

1
Me]
Vss

Figure P6.3-13 Nulling resistor implemented by
an MOS diode.

Use the intuitive approach presented in
Section 5.2 to calculate the small-signal
differential voltage gain of the two-stage
op amp of Fig. 6.3-1.

6.3-15.

A CMOS op amp capable of operating from
a 1.5 V power supply is shown in Fig. P6.3-
15. All device lengths are 1 wm and are to
operate in the saturation region. Design all
of the W values of every transistor of this op
amp to meet the following specifications:

Slew rate =
*10 V/us

Vouw(max) =
125V

V,u(min) = 0.75 V

Vi(min) = 1V V,(max) =2V GB = 10 MHz

Phase margin = 60° when the output pole = 2GB
and the RHP zero = 10GB.
Keep the mirror pole = 10GB (C,, = 0.5 fF/um?).

Your design should meet or exceed these
specifications. Ignore bulk effects in this
problem and summarize your W values to
the nearest micron, the value of C.(pF), and
I (rA) in the following table. Use the fol-
lowing model parameters: K'y, = 24
RA/VZ K = 8 pA/V?, Voy = —Viyp =
0.75V,\y=0.01V " and \, = 0.02V ",

WIi=W2

W3=W4 | W5=W8|W6|W7|WI=W10|WI11=WI2|Pg,

+15V

MI10[ Ml11 M12
vorE =4

TT |

M7

=

1.5'E| 1.54 CC" o
B I JlOPOFm
M2 |—o1l 4 104 I

M3:|_|-|-||: M4 M6

6.3-16.

—
Figure P6.3-15

The CMOS op amp shown in Fig. P6.3-16 was
designed, fabricated, and tested. It worked sat-
isfactorily except that when the op amp was
used in a unity-gain configuration, the positive
peak of a =1.5 V sinusoid oscillated as illus-
trated. What caused this oscillation and how
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@ Vbp=25V
MgL_'l: © :"J o
10/1 8/
M8 :II— c.
1/5 \1

Vgg=-2.5V
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s
- Vout
M7 9
—]| " 16/1
- Vout
1.5Vl
Ml-l(-) 0 VYout
1/1
201
o)
-15V

Figure P6.3-16

can it be fixed? Assume that the electrical

parameters of this op amp are Vyy = —Vpp =
0.7V, Ky =28 pA/V? Kp =8 pA/V? Ay =
N =001V ' yy=035V" vy =09V"
and 2| = 0.5 V.

(Design problem—this problem is self-
grading.)

The operational transconductance amplifier
(OTA) shown in Fig. P6.3-17 is powered from
+2.5 V power supplies. You are to perform a
design of an OTA using only MOSFETs to
best meet the following specifications using
the model parameters in Table 3.1-2. Let all
channel lengths be 1 wm and keep the values
of Whbetween 1 pm and 100 pm.

1. The differential voltage gain: A,;, = 80 dB

2. Output voltage swing range: OVSR =
IV, (max)l + |V, (min)l > 4.5 V.

The OVSR is determined by the maximum

and minimum output voltages for which

50 pA can be sourced or sunk into a load.

3. Slew rate: SR = 10 V/uS into 10 pF

4. Differential input resistance: R;; > 1 M)

5. Input common mode range: ICMR >3 V.
Please note that input ICMR is measured
by sweeping the input common mode volt-
age and monitoring both the output voltage
and input stage current (see Fig. 6.6-17).

6. The common mode rejection ratio:
CMRR = 60 dB

7. Gain bandwidth: GB = 25 MHz with a
10 pF load capacitance

Score = mm{S 5(

+ min
ICMR
+ min 5, 5( ¢ )

+ min

+ mm{S, 5<
Pdlss

8. Phase margin: $(GB) = 60° with a 10
pF load capacitance

9. Power dissipation: P, < 1 mW

When you have completed your design
and have made hand calculations to support
your performance expectations, use the
SPICE models on the following pages and
verify your design using SPICE. Use the
simplest models possible although you
must include all capacitances. Use the fol-
lowing approximations to estimate the size
of the D/S areas and perimeters.

AD = AS = (W X 10 pm)
PS =PS=2W + 20 um

Please fill out the table on p. 348 to be
included in your problem submission.
The score on this design problem will be

as follows:
A,y OVRS
) + min { 5, 5( ) }

(miﬁjus)} " min{S’S(l MQ)]
|+ o5 (55)]
)] (52

H + min[5, Simplicity factor]
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6.4-1.

6.4-2.

6.4-3.

A vd

OVSR SR

Ru ICMR

CMRR GB d(GB) Piss

SPICE Values

+25V

2.5V

Figure P6.3-17

You are responsible for verifying your
score via the correct SPICE analysis.

Evaluate your own score providing suffi-
cient detail to verify your assessment of your
grade. The simplicity factor is based on your
ability to keep the design straightforward
and simple (1 = complex design and 5 =
simple design). This project is simply an
exercise in learning design; do not spend
more time on it than can be justified!

g Tt ]

MS j |_’VBms

)|

11
il

M6 L

6.4-4.

Sketch the asymptotic frequency response
of PSRR* and PSRR ™ of the two-stage op
amp designed in Example 6.3-1.

6.5-1.

Find the low-frequency PSRR and all roots
of the positive and negative power-supply
rejection ratio performance for the two-
stage op amp of Fig. P6.3-10.
Qualitatively compare the PSRR™ of
Fig. 6.4-2(a) with Fig. P6.4-3. Which has
the best (highest) PSRR™ and why?

g

Lv
=
Figure P6.4-3

In Fig. P6.4-4, find vy /Verouna and identify
the low-frequency gain and the roots. This
represents the case where a noisy ac
ground can influence the noise perform-
ance of the two-stage op amp.

Assume that in Fig. 6.5-1(a) the currents in
M1 and M2 are 50 wA and the W/L values of
the NMOS transistors are 10 and of the
PMOS transistors are 5. What is the value
of Vpag that will cause the drain—source
voltage of M1 and M2 to be equal to
V,(sat)? Design the value of R to keep the
source—drain voltage of M3 and M4 equal to

+
I——|l‘_J —|l‘_JM6 = Voo
M3 | M4 C. T
\| b
i ¢
r' M1 M : ICL Veround
- + -~
+— M7
=V
Vaias Il"l M5 Il"l T— 55

Figure P6.4-4



6.5-2.

6.5-3.

6.5-4,

6.5-5.

6.5-6.

6.5-7.

6.5-8.

6.5-9.

6.5-10.

6.5-11.

V.q(sat). Find an expression for the small-sig-
nal voltage gain of v,;/v;, for Fig. 6.5-1(a).
If the W/L values of M1, M2, MC1, and
MC2 in Fig. 6.5-1(b) are 10 and the currents
in M1 and M2 are 50 pA, find the W/L val-
ues of MB1 through MBS that will cause the
drain—source voltage of M1 and M2 to be
equal to V (sat). Assume that MB3 = MB4
and the current through MBS is 5 wA. What
will be the current flowing through M5?
Use intuitive analysis methods to find the
resistance looking into the sources of MC1
and MC2 of Fig. 6.4-1(a) assuming (a) the
output is open-circuited and (b) the output is
short-circuited.

Repeat Example 6.5-1 to find new values of W
and W, that will give a voltage gain of 10,000.
Find the differential voltage gain of Fig. 6.5-1(a)
where the output is taken at the drains of MC2
and MC4, W\/L, = Wo/L, = 10 pm/1 pm,
WeilLer = WeolLey = WeslLes = WedlLey =
1 p/1 pm, Wi/Lz = Wy/Ly = 1 pm/1 pm, and
Is = 100 pA. Use the model parameters of
Table 3.1-2. Ignore the bulk effects.

Discuss the influence that the pole at the gate
of M6 in Fig. 6.5-2 will have on the Miller
compensation of this op amp. Sketch an
approximate root-locus plot as C, is varied
from zero to the value used for compensation.
Assume that g,,x = 28,.p, Tasny = 27 4p, and
|Al = 0.5g,,r4- Use intuitive analysis meth-
ods to find an expression for the resistance
and the small-signal differential voltage
gain of Fig. 6.5-3. If g, nrup = 100 V/V,
what is an estimate of the voltage gain?
Repeat Example 6.5-2 if g,,x = g,,p and r gy
=2r, dsP-

An internally compensated, cascode op amp
is shown in Fig. P6.5-9. (a) Derive an
expression for the common-mode input
range. (b) Find W,/L,, W,/L,, W3/L;, and
W,/Ly when Ig;, is 80 wA and the ICMR is
—3.5t03.5V. Use Kiy = 25 pA/V?, K} =
11 wA/V?, and V4| = 0.8-1.0 V.

Develop an expression for the small-signal
differential voltage gain and output resist-
ance of the cascode op amp of Fig. P6.5-9.
If g, = gup and ruyy = 2r4p, USe intuitive
analysis methods to find an expression for the

Problems 349

Vpp=5V
MI10
[ | M8

M5 M6

60/10 Mil .FJ e
! - C,

M3 M4 \ IC O Vout

lIBIAS /1

-o—{[ Ml M2, | J— CL

T

+ o . -

— |—l "

60/10 || T :HM9
G2 ol

Vss=-5V

Figure P6.5-9

resistance and the small-signal differential
voltage gain of Fig. 6.5-6. If g,,n r4p = 100
V/V, what is an estimate of the voltage gain?
6.5-12.  If g,y =100 pS, g,.p = 50 WS, ryev = 2 MQ),
Fasv=1M{), Co =100 fF, and C,, = 10 {F for
all transistors and C; = 10 pF, find all poles of
the folded-cascode op amp of Fig. 6.5-9(b).

6.5-13. A CMOS op amp that uses a 5 V power sup-
ply is shown in Fig. P6.5-13. All transistor
lengths are 1 wm and operate in the saturation
region. Design all of the W values of every
transistor of this op amp to meet the following
specifications:

Slew rate = Vow(max) =4V Vg, (min) =1V
*10 V/us
Vi(min) = 1.5V V,.(max) =4V  GB = 10 MHz

*VDDZ 5V

e e

o b

Figure P6.5-13
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Your design should meet or exceed these
specifications. Ignore bulk effects and sum-
marize your W values to the nearest micron,
the bias current /5 (wA), the power dissipa-
tion, the differential voltage gain A,; and
Vgp and Vpy in the following table:

W1 = W2

W6 = W7 = W§

W3 =W4 = |W9=WI0

=WIlL [W5 [ (nA) | Aw | Ver | Van | Paiss

6.5-14.

6.5-15.

Repeat Example 6.5-4 if the differential
input pair consists of PMOS transistors
(i.e., all NMOS transistors become PMOS
and all PMOS transistors become NMOS
and the power supplies are reversed).

This problem deals with the op amp shown
in Fig. P6.5-15. All device lengths are 1 pum,
the slew rate is =10 V/us, the GB is 10
MHz, the maximum output voltage is +2V,
the minimum output voltage is —2 V, and
the input common-mode range is from —1
to +2 V. Design all W values of all transis-
tors in this op amp. Your design must meet
or exceed the specifications. When calculat-
ing the maximum or minimum output volt-
ages, divide the voltage drop across series
transistors equally. Ignore bulk effects in
this problem. When you have completed
your design, find the value of the small-sig-
nal differential voltage gain, A,; = Vou/Via
where v;; = v; — v, and the small-signal
output resistance, R.

6.5-16.

6.5-17.

6.5-18.

6.6-1.

6.6-2.

6.6-3.

The small-signal resistances looking into
the sources of M6 and M7 of Fig. P6.5-15
will be different based on what we learned
for the cascode amplifier of Chapter 5.
Assume that the capacitances from each of
these nodes (sources of M6 and M7) are
identical and determine the influence of
these poles on the small-signal differential
frequency response.

Repeat Example 6.5-5 if g,y = 100 uS, g,.p
=25 uS, rgov =2 MQ, and ryp = 0.5 MQ.

Use small-signal analysis methods to check
the validity of Egs. (6.5-28) and (6.5-29).

How large could the offset voltage in Fig.
6.